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HORSES FOR COURSES

Using internet surveys for researching public opinion and voting behavior

Edward Fieldhouse and Christopher Prosser

With the rapid growth of the internet and digital technology in recent decades, public opinion and electoral research has undergone a transformation in how data are collected. As in-person surveys based on random probability samples of the population have become increasingly expensive, they have become increasingly rare. Declining response rates for telephone surveys and unresolved questions about the impact of mobile phones on sampling frames have also raised questions about the continued validity of phone samples (Curtin, Presser, and Singer 2005; Lavrakas et al. 2007). At the same time internet-based surveys, which can be delivered at a fraction of the cost in a short time frame, have become widespread. Online panel surveys have become perhaps the predominant way to collect data about political attitudes and behavior.

However, despite a common assumption that internet surveys would eventually make other forms of data collection redundant, the inexorable march of the online panel and the decline of other forms of survey data collection have been hampered by doubts about the accuracy and representativeness of online data.

Funders of research in political science, and customers of public opinion research more generally, have continued to hedge their bets whilst researchers attempt to resolve the on-going debate about whether online surveys can produce data of the same (or better) quality than more traditional methods. Survey research always involves necessary compromise between the quality of the data, the feasibility of contacting respondents, and the cost of doing so (Kish 1987). Internet surveys have a clear advantage in terms of cost – the cost per respondent and speed of data collection is unparalleled in other survey modes. The question for survey researchers is whether the potential risks of internet survey data outweigh these advantages.

In this chapter, we review some of the burgeoning evidence about the quality of internet-based survey methods.¹ There is strong evidence that online surveys enjoy considerable advantages that make them the mode of choice for a number of research purposes, but at the same time other methods – particularly those based on random probability samples – are better suited for making point estimates of population values. In other words, it is not a case of which mode is better, but a case of “horses for courses,” meaning that, for the time being at least, online and offline modes of data collection will continue to exist in parallel.
Types of internet survey

Traditional survey modes are often linked to particular sampling methods – face-to-face surveys are usually associated with area sampling, and phone surveys are most often conducted by random digit dialing (RDD) (Tourangeau, Conrad, and Couper 2013). This is not the case for internet surveys, which come in various shapes and sizes, and in terms of assessing the advantages and disadvantages of different modes of data collection, the devil is in the detail.

One important characteristic of most internet surveys is the panel element: whereas it might be feasible to carry out one-off internet surveys amongst a small and known target population, because of the lack of a sampling frame for the population, many internet surveys are based on existing larger access panels that are regularly drawn on to complete a variety of different surveys. These access panels are distinct from traditional longitudinal panel surveys, which repeatedly measure the attitudes and behaviors of the same respondents. Access panels can themselves be used to create longitudinal panels – for example, the British Election Study Internet Panel (Fieldhouse et al. 2015).

Other forms of internet survey do exist, such as river sampling – where respondents are recruited to take a survey via an advertisement or webpage rather than through an access panel. However, the dominant model of internet survey research is conducted using access panels (AAPOR Standards Committee 2010), and we focus our discussion in this chapter on these.

As we discuss below, the panel element of internet samples provides a number of advantages when it comes to researching the dynamics of political attitudes and voter behavior.

The most important characteristic of an internet panel is the method of sampling. There are two main types of samples used in internet survey panels – probability samples and nonprobability (opt-in) samples. Many of the criticisms leveled at internet surveys are aimed at the absence of probability sampling rather than the effects of delivery by internet. When comparing different modes of data collection (for example, telephone and internet), it is important to differentiate between the effects of mode from the effects of sampling. Bias in survey data has two main sources: bias in the sample and bias in the responses. Bias in the sample arises because the sample isn’t representative of the target population, which may be due to the way the sample was drawn or to variations in the willingness of different groups to respond to the survey. Response bias, on the other hand, arises because those that do complete the survey may give inaccurate or misleading answers, or may be unable (or unwilling) to answer the questions in the way that was intended by the researcher. Both response and non-response bias are, of course, distinct from (and in addition to) sampling error, which refers to the random sampling variability inherent in any sample data.

Although for practical reasons mode and sampling methods may be related to each other, they can be separated. For example, online panels can be selected by random probability sampling, and in-person surveys can be selected on the basis of nonprobability methods such as quotas. However, in practice, due to the substantial costs of probability sampling over the internet and the potential saving from the removal of all interviewer costs, internet surveys are usually based on nonprobability samples.

Sampling and accuracy

Statistical inference is the idea that one can make generalizations about an entire population from a sample that is drawn from it. This is based on the simple premise that everyone in the population has a non-zero and known chance of being included in the sample.

One of the main threats to inference from internet panel samples is coverage error (Couper 2000). Coverage error is error that arises due to the people that are missing from a sampling...
frame (and so have a zero probability of being included in the survey) and differences between people covered by the frame and people who are not (Groves 1989). If the sampling frame covers the entire population, or those who are missing from the frame are missing at random, then no coverage error will occur. However, non-internet users are not missing at random from internet surveys. People with internet access and who use the internet regularly are systematically different from those who do not on socio-demographic, attitudinal, and other characteristics (Ragnedda and Muschert 2013; Zickuhr and Smith 2012).

Internet access and use has increased rapidly since the early days of internet survey research. However, there is still a sizeable population without internet access – according to the World Bank, in 2014, 22 percent of the adult population of OECD countries did not have access to the internet. Increasing internet penetration does not mean the risk of coverage error is decreasing. As the population without internet access becomes smaller, differences between people with and without internet access may become more pronounced (Callegaro, Baker et al. 2014).

An additional challenge for internet surveys is that there is no sampling frame of the general population from which to draw a sample, making it impossible to calculate the probability of selection. In-person surveys can sample from fairly complete registers of addresses, and telephone surveys can use random digit dialing, but there are currently no complete registers of e-mail or IP addresses of internet devices (computers, tablets, smartphones, etc.), and there is no clear link between devices and the population unit of interest (i.e., the individual person or voter). Not only are many devices shared (e.g., home computers) but many individuals have multiple devices and others none at all.

To address the lack of sampling frame, some internet panel probability samples are recruited offline using traditional address based or RDD random sampling methods (web probability panels). Coverage errors due to respondents not having internet access are solved by either providing it for them or supplementing the internet survey with additional survey modes (AAPOR Standards Committee 2010). However, this significantly increases the cost of recruiting and maintaining the panel and the dominant form of the internet sample remains the nonprobability based on opt-in panel.

There are many ways in which respondents might be recruited to a nonprobability panel but exactly how respondents are recruited to different panels is often protected as proprietary information (AAPOR Standards Committee 2010). Known methods for recruitment include advertising on websites, target mailing through partner organizations, and recommendation by other panelists. Panelists are usually offered a small incentive for taking part in surveys, generally entries into a prize draw or points which can be redeemed for cash. Examining the reasons people participate in online surveys, Poynter and Comley (2003) find that most (59 percent) respondents say incentives are an important reason, as well as other reasons such as curiosity (42 percent), enjoyment (40 percent), and having their views heard (28 percent).

Once they have developed an access panel, internet survey operators attempt to emulate a population sampling frame by drawing samples from the larger access panel in numbers or quotas for different groups based on the relative size of those groups in the target population. Regardless of its sophistication, no method can transform a nonprobability sample into a probability sample. The goal of all research is to make inferences about phenomena that are unbiased by “disturbing variables” (Kish 1987) that might lead to incorrect conclusions. Probability sampling diminishes the risks of this problem through randomization. Nonprobability samples do not have the benefit of randomization, and if self-selection into a nonprobability panel is related to the variables of interest then there is the substantial risk that inferences will be wrong (Baker et al. 2013). However, as Kish wrote, “Great advances of the most successful sciences … were, and are, achieved without probability sampling … Probability sampling for randomization is not
a dogma, but a strategy…” (1965: 28–29). Nonprobability samples have a long history of use in public opinion research in the form of quota sampling. History has shown that, although quota samples can come up with the right answer some of the time, they can also go drastically wrong (Mosteller et al. 1949; Jowell et al. 1993). Without a theoretic basis, it is impossible to judge how accurate a nonprobability sample will be.

Some scholars have risen to this challenge and have tried to put the use of nonprobability samples on a firmer theoretical footing (Rivers 2007; Terhanian and Bremer 2012). This work draws from case-control methods and uses matching to a control group (Rosenbaum and Rubin 1983) at the sample selection stage and propensity score weighting after sample selection to deal with potential biases in the sample (see Chapter 36 for a more comprehensive examination of these issues).

The most important element of inference with nonprobability samples is whether the self-selection into the sample is “ignorable” (Rivers 2013). Essentially, the opt-in sample (where probability of inclusion is affected by unobserved effects of self-selection, non-response, and non-coverage) can provide an estimate of a variable \( Y \) so long as the probability of inclusion is conditionally independent of \( Y \) (Rubin 1976). In other words, it is ignorable insofar as it is possible to explain any difference between the survey and the population on \( Y \) with a given set of covariates.

Whether self-selection into nonprobability internet panels is ignorable is an empirical question. Research in Britain suggested that nonprobability internet surveys show great promise (Sanders et al. 2004; Sanders et al. 2007; Twyman 2008). However, the early consensus in American studies of internet surveys was that nonprobability panels performed worse than probability surveys of different modes (Malhotra and Krosnick 2007; Chang and Krosnick 2009; Pasek and Krosnick 2010; AAPOR Standards Committee 2010; Yeager et al. 2011). More recent American studies have been more optimistic (Ansolabehere and Schaffner 2014; Kennedy et al. 2016). In the next section, we examine the performance of nonprobability samples in more detail.

**Fit for purpose?**

It is important to distinguish between two purposes that surveys might have – estimating population values of certain variables and of estimating the relationship between sets of variables. Accurate point estimates can be estimated from nonprobability samples (Wang et al. 2015; Kennedy et al. 2016) but that does not mean that they will be estimated accurately (see Chapter 36 in this volume). Recent research (Kennedy et al. 2016) has emphasized that certain types of nonprobability panels, particularly those that employ sophisticated matching and propensity score weighting methods, perform much better than other types of panel. The key question is whether those methods can adequately adjust for the effects of selection. The consensus is that if the research goals are point estimates of particular variables in the population the risks of incorrect inferences are substantially lower using probability sampling methods (Baker et al. 2013; Callegaro, Villar et al. 2014).

A perennial problem for surveys of all types is that survey respondents tend to be politically and civically more engaged than the general population, and this is likely to be especially true for opt-in panels (Groves, Presser, and Dipko 2004; Tourangeau, Groves, and Redline 2010; Kennedy et al. 2016). The population distribution of political engagement is essentially unknowable and so if political engagement is a non-ignorable conditioning variable this might present a serious problem. An example of such a problem is demonstrated by Mellon and Prosser (forthcoming) in their examination of the 2015 British polling failure. Mellon and Prosser find that
the key explanation for the polling miss was the under sampling of non-voters. The demographics of turnout and party support are correlated – for example, younger people are less likely to vote in general, but more likely to vote Labour when they do vote. When a pool of respondents that does not contain a representative number of non-voters is quota sampled or weighted to look like the population, voters that demographically resemble non-voters (and the parties they support) will be overrepresented in the sample.

Whilst the evidence on the accuracy of point estimates from internet surveys based on non-probability panels is decidedly mixed, many have argued that researchers are often more interested in understanding the relationships between variables, rather than their prevalence in the population. In this respect, the debate is similar to that over the use of convenience samples such as college students in experimental psychology (Mook 1983; Sears 1986). Again the key concern is “ignorability” – there is no basis for assuming the homogeneity of relationships between non-probability samples and the population. In psychology, for instance, there is some evidence that college student samples lead to effect sizes of different magnitude, direction, and significance compared to non-student samples (Peterson 2001). Similarly, a recent comparison of several nonprobability internet samples found that the samples with the least accurate point estimates were also least accurate in terms of relationships between variables (Kennedy et al. 2016).

Comparing probability and nonprobability samples, some studies have found substantial variation in the strength and significance of different coefficients (Malhotra and Krosnick 2007; Pasek and Krosnick 2010) whilst others have found more similar results (Berrens et al. 2003; Sanders et al. 2007; Stephenson and Crête 2011; Ansolabehere and Schaffner 2014; Simmons and Bobo 2015; Bytzek and Bieber 2016; Pasek 2016).

A common finding with internet surveys is higher levels of concurrent and predictive validity on the internet compared to telephone surveys (Chang and Krosnick 2009; Simmons and Bobo 2015; Pasek 2016). For example, Chang and Krosnick (2009) find that vote choice measured in internet surveys was more highly correlated with widely accepted predictors of vote choice, such as government approval and party identification. Whether or not this increased explanatory power is a function of the mode or an artefact of sample composition (Simmons and Bobo 2015) is not clear.

Malhotra and Krosnick (2007) suggest nonprobability samples can be more troublesome for some outcome variables than others. For example, models of turnout are especially problematic as commonly over 90 percent of internet panels (claim to) vote, leaving a very small (and likely unrepresentative) proportion of the sample to explain the differences between voters and non-voters. How important differences in coefficients are is a matter of judgment. Many of the studies which have argued in favor of nonprobability samples find differences in coefficient strength but ultimately argue that you “would make the same policy inference” (Berrens et al. 2003: 20) or reach the same conclusions about different models of vote choice (Sanders et al. 2007).

Even if nonprobability panels can, and often do, result in the same inferences as probability panels, this is not the same thing as saying they will. Even studies supporting the use of nonprobability panels contain contradictory results. For example, researchers would reach the opposite conclusions about the effect of gender on turnout depending on whether they used the probability or nonprobability samples reported in Sanders et al. (2007). Although nonprobability samples may be perfectly adequate for many, even most, research purposes, findings from nonprobability samples that contradict theoretical expectations and long-standing trends should be treated with caution.

The use of nonprobability internet samples for research is a rapidly developing area. Increasingly nonprobability samples can, and do, perform just as well as probability samples – and in some cases actually outperform them (Kennedy et al. 2016). The crux of the debate is therefore not whether you can make inferences from nonprobability samples, but about the assumptions
that one must make, and whether such assumptions are any less relevant to probability samples with non-response.

Benefits of internet surveys

Despite some of the reservations about the representativeness of (nonprobability) internet samples, delivery of a survey instrument by internet has a number of potential advantages compared to interviewer-based methods of collection. While in-person surveys offer the benefits of personal rapport between interviewer and respondent – encouraging participation, clarifying questions, interpreting responses, and helping reduce item non-response – there are also associated disadvantages. Collection of data by trained interviewers is expensive, particularly with the increasing costs of human labor and travel. Even telephone and mail costs tend to be expensive compared to online completion of surveys (Callegaro, Baker, et al. 2014). But quite apart from costs, online surveys can be fielded very quickly and turnaround times can be kept short as they do not rely on the availability of interviewers. Moreover, respondents can complete the survey at their own convenience, taking breaks when they like, making the experience less demanding. The use of the internet means that complex routing, randomization, and attractive presentation can be used to smooth the survey experience. It also facilitates use of complex visual and audio tools, and the straightforward delivery of survey experiments (Skitka and Sargis 2006). Given the current popularity of experimental methods for making causal inferences, the convenience of being able to implement fairly complex survey experiments (for example, including multimedia) on substantial samples with a panel is an attractive feature of internet surveys (Mutz 2011).

A further advantage of internet surveys is the inherent benefits of a panel design. Whilst in-person survey and telephone surveys can be designed as a panel, the maintenance of the panel element adds to the higher cost compared to internet surveys. When studying political behavior, there are always dangers to causal inference brought about by endogeneity. It is widely accepted that both these problems can be ameliorated, if not eliminated, by a panel design using a range of specialized statistical methods for panel data analysis (Finkel 1995). Internet surveys offer a fast and cost-effective way of delivering repeated measure data for large numbers of citizens and offer a uniquely valuable resource for researchers concerned with understanding within-person change. Just as the representativeness of a sample may be less critical for the relationship between variables than it is for making point estimates, the risks associated with analyzing within-person change are lower still as many unobserved characteristics are constant. For example, if we are interested in factors that affect voters switching from party A to party B, we do not require the sample to be perfectly representative with respect to party support, or even other variables correlated with party support; we only require that factors related to switching are not correlated with the probability of being included in the sample. Because these risks are relatively low compared to the risk of obtaining misleading point estimates, we suggest that the question of which is the better choice (internet versus non-internet) depends on the purpose for which it is needed, as well as the type of sample.

Mode effects

Internet surveys have a great deal in common with other visual and self-administered survey modes (Tourangeau, Conrad, and Couper 2013). A particular concern with all surveys, but particularly self-administered modes is satisficing (Krosnick 1991). Satisficing is the use of cognitive shortcuts to reduce required effort to answer survey questions and varies with motivation, ability, and the difficulty of questions. Face-to-face surveys reduce satisficing because interacting with an interviewer in person increases motivation (Holbrook, Green, and Krosnick 2003),
whilst internet surveys may be more cognitively demanding because they require respondents to know how to use a computer and answer questions without help from an interviewer (Heerwegh and Loosveldt 2008). Others, however, have argued that visually administered surveys actually reduce the cognitive burden of a survey because respondents do not have to hold information in their working memory (Tourangeau, Conrad, and Couper 2013).

In common with other visually administered surveys, internet surveys are prone to one particular form of satisficing – primacy bias – the tendency for respondents to pick early response options in lists (in contrast to orally administered surveys, which are more likely to suffer recency bias because respondents have to hold information in working memory [Chang and Krosnick 2009]). Primacy bias was originally observed in self-administered paper surveys (Krosnick and Alwin 1987). Evidence from eye-tracking data shows that some respondents in computer-administered surveys pay more attention to items at the top of a list (Galesic et al. 2008). There is also the possibility of computer-specific primacy effects from certain design options like scrolling answer lists where not all answers are visible at the same time (Couper et al. 2004). However, set against this, internet delivery offers a relatively simple way to randomize the order of response options compared to interviewer-based methods.

Another common concern with internet surveys is speeding: the tendency for some respondents to go through a survey as quickly as possible without paying adequate attention to the questions. Tourangeau, Conrad, and Couper (2013) argue that speeding is a problem in any self-administered survey but is associated with internet surveys because it is detectable. A recent evaluation of speeding (Greszki, Meyer, and Schoen 2014) found that, although speeding occurs, it does not do so at the high levels some have assumed and is not so prevalent or systematic that it affects estimates.

One form of satisficing that might be of particular concern for some research questions is the tendency for some internet respondents to cheat on knowledge questions. A consistent finding from many studies is that respondents completing surveys online tend to score higher on knowledge questions (Ansolabehere and Schaffner 2014; Fricker et al. 2005; Strabac and Aalberg 2011). These studies have generally concluded that people with internet access are more informed than their offline counterparts. Recent evidence suggests, however, that some respondents cheat on knowledge questions by researching the answers while they take the survey (Clifford and Jerit 2014; Burnett 2016). Despite the dangers of various forms of satisficing, much of the research has demonstrated that overall satisficing is lower in internet surveys than in telephone surveys (Chang and Krosnick 2009).

A widely cited advantage of internet surveys is an improvement in response accuracy for sensitive items. The presence of an interviewer can induce social desirability bias by reducing the sense of privacy (Hollbrook, Green, and Krosnick 2003; Tourangeau and Yan 2007; Kreuter, Presser, and Tourangeau 2008; Heerwegh 2009). Mainly this means that interviewees are inclined to hide opinions and behaviors that they perceive to be socially undesirable, or in some sense transgress accepted social norms (Krysan 1998). For example, this might include unwillingness to admit to socially conservative values, such as against immigration or support for extremist parties, and to overestimate socially desirable attributes such as voter turnout. In contrast in internet surveys, respondents can express their socially undesirable opinions in private. For example, Tourangeau, Groves, and Redline (2010) found that self-reported illicit drug use showed consistently higher rates of reporting with self-completion compared to interviewer administration. Chang and Krosnick (2009) find lower levels of socially desirable responding in internet surveys, as measured by the answers provided by white respondents to questions about government programs to support African Americans. Whilst there have been exceptions to this finding (see Ansolabehere and Schaffner 2014), the general consensus is that self-completion internet surveys are likely to have fewer problems of social desirability bias than interviewer-based modes.
Panel conditioning and trained respondents

Internet panelists are often members of multiple panels (Stenbjerre and Laugesen 2005; Vonk, van Ossenbruggen, and Willems 2006) and a small number of panel members account for a large proportion of survey responses (Craig et al. 2013). The effect of repeated participation in survey research can be divided into two types – the effect on respondents’ attitudes and behaviors, and the way in which they respond to the survey itself. Sturgis, Allum, and Brunton-Smith (2009) argue that repeatedly administering attitude questions causes respondents to reflect and deliberate on the issues raised by the questions they are asked. The results of this are stronger and more internally consistent attitudes in the later waves of a panel survey. There is also some evidence that being asked about electoral participation might increase the likelihood of actually voting (Greenwald et al. 1987; Granberg and Holmberg 1992).

Most panel conditioning research, however, has examined the effect of survey participation on the survey response process itself. Trained respondents (i.e., those who have taken many surveys) tend to answer surveys more quickly than fresh respondents (Toepoel, Das, and van Soest 2008). This could be in part because trained respondents are used to the question-answering process and learn how to interpret questions but it could also be due to satisficing and trained respondents may not read questions properly and thus make more mistakes. Toepoel, Das, and van Soest (2008) suggest the latter is the case and trained respondents are less likely to notice reverse-worded questions. Other research has found similar results, with a strong correlation between “professional” (those that take a large number of surveys) and inattentive respondents (Vonk, van Ossenbruggen, and Willems 2006). Whether this occurs due to training effects or the type of respondents in non-probability samples is unclear. Chang and Krosnick (2009) find evidence of practice effects for probability internet panel respondents but not for nonprobability panel respondents. Hillygus, Jackson, and Young (2014) suggest that satisficing behavior of professional respondents is not due to panel conditioning but to differences in motivation – professional respondents take surveys because they want compensation rather than because they are interested in the survey topic.

There is also evidence from offline surveys that repeatedly administering questions about sensitive items can lead to more socially desirable reporting (Sharpe and Gilbert 1998; Halpern-Manners and Warren 2012). Sharpe and Gilbert (1998) find that repeated administration of the Beck Depression Inventory leads to more socially desirable responses and Halpern-Manners and Warren (2012) find a similar effect for labor market status. How these effects interact with sensitive item reporting is not yet clear.

Bias from panel conditioning may be exacerbated by differential attrition in panels and varying levels of response to invitations from panel members to specific surveys. For example, panel members who choose to complete political surveys tend to be more interested in politics. This is akin to non-response bias in probability surveys, although response rates in internet surveys are hard to define because of lack of a sampling frame, and there is no agreed way to define response metrics (see Callegaro and DiSogra 2008). Cavallaro (2013) suggests that the problems with attrition – the non-random dropping out of some types of respondents – pose a more serious problem to internet panels than the problem of panel conditioning.

Conclusions

Given the problems we have outlined in this chapter, the reader would be forgiven for thinking that our advice would be to avoid using nonprobability internet panels. This is not our intention and we follow other authors (Farrell and Petersen 2010; Callegaro, Villar et al. 2014) in saying that internet research should not be stigmatized. It is important, however, for users to be aware
of the potential pitfalls of particular survey modes and threats to inference that may emerge from internet survey research. A recent report into nonprobability internet panels by the American Association for Public Opinion Research (AAPOR) identified a continuum of the expected accuracy of estimates from nonprobability samples, with the highest risk of false inferences arising from the use of uncontrolled convenience samples but treating the sample as if the respondents were a random sample of the population. The accuracy of estimates is likely to be much higher when using surveys that select respondents and adjust the data for non-ignorable conditioning variables. As the study notes, the challenge for researchers “arises in placing surveys between the two extremes. This is largely uncharted territory for social, opinion, and market research surveys” (Baker et al. 2013: 100).

All survey research is imperfect (Weisberg 2005). The potential problems with internet samples – particularly nonprobability samples – should not be taken to mean that other survey modes are without risks, nor that the problems with internet panels are insurmountable obstacles to inference.

The question for researchers must be what is the aim of their research? An earlier AAPOR report into internet surveys recommended that “researchers should avoid nonprobability online panels when one of the research objectives is to accurately estimate population values” (AAPOR Standards Committee 2010: 758), a conclusion echoed by many others (see, for example, Callegaro, Villar et al. 2014; Simmons and Bobo 2015; Bytzek and Bieber 2016, but see Stoker and McCall in this volume). Although some internet panels have shown great promise and this advice may change in the future, for the time being at least we see no reason to dissent from this view.

For other research purposes, internet panels offer greater potential. Seemingly intractable debates over causal ordering in electoral research mean that cross-sectional surveys are increasingly inadequate to answer research questions (Hillygus 2011). No research is without risk and users of internet surveys should approach internet research with their eyes open, but the potential for low-cost longitudinal panels and embedded survey experiments provides an unparalleled opportunity for researchers to answer important questions about electoral behavior.

Notes

1 For a more detailed look at the potential problems with nonprobability sampling and its similarities with non-response in probability samples, see Chapter 36 in this volume.

2 A further type of internet data collection that is seeing an increasing number of users is what might be termed internet convenience samples – running surveys and experiments on crowdsourced labor platforms such as Amazon Mechanical Turk. We do not discuss this type of data here but many of the same concerns and considerations about data quality in internet panel surveys might equally apply to internet convenience samples (see, for example, Clifford, Jewell, and Waggoner 2015).
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