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1 Introduction to Forecasting in POM

Forecasts lie at the heart of Production and Operations Management (POM). They serve as a key input to all POM decisions such as inventory management, production planning, and scheduling as well as operations strategy and product innovation. All these decisions are based on a forecast of the future, both long term at the strategic planning level as well as short-term disaggregate forecasts at the SKU level used for tactical decisions. Improving forecasting performance has been shown to lead to significant benefits in both POM and across the supply chain (Oliva and Watson 2011; Moritz et al. 2014). However, implementation of forecasting processes and associated technologies is a challenge. Methodological advancements, available technology, and information access have elevated forecasting capability. In practice, however, forecasting processes still rely heavily on human judgment (Lawrence et al. 2006). Forecasts within the practice of POM are usually produced as a combination of statistical forecasts and judgment (Fildes and Goodwin 2007), where an initial statistical forecast is adjusted judgmentally. Therefore, understanding forecasting requires comprehending both statistical and judgmental methods, as well as ways they can be combined in practice to improve performance.

Improving the practice of forecasting and extending relevant research requires understanding methodological capabilities and their use but also current challenges and shortcomings. In this chapter, we provide a state-of-the-art presentation of these critical issues. We begin with an overview of the practice of forecasting by looking at its far reaching impact on POM decisions and organizational costs, as well as its role in non-typical POM environments. We then discuss the forecasting process and factors guiding method selection. Next, we present a deep discussion of forecasting methodologies from judgment to statistical methods, to combination methodologies that have been shown to be particularly successful in both research and practice. Finally, we consider the future of forecasting, including the role of big data analytics and information, and implications for both managers and researchers.

1.1 Forecasting Versus Planning

Forecasting is the process of predicting future events. This can range from forecasting product demand, such as demand for the next iPhone, to forecasting the passage of a healthcare bill in
Congress. Any prediction of future events is a forecast. Forecasting is one of the most important business activities because it drives all other business decisions. Decisions such as which markets to pursue, which products to produce, how much inventory to carry, and how many people to hire are all based on forecasts.

Consider the full range of POM decisions, from inventory ordering, production planning, scheduling, to project management. They are all based on a forecast of demand. In fact, the computations for order quantities and safety stocks contain a demand component obtained through a forecast. These decisions are all part of the planning process often confused with forecasting (Armstrong 2001). Planning is the process of selecting actions in anticipation of a forecasted event. A forecast drives the plan that is made in response to the forecast. As organizations attempt to decrease their statistical variability, they generate forecasts and plan their resources accordingly.

Planning involves the following decisions:

- **Scheduling existing resources**: One important aspect of planning is deciding how to best utilize existing resources. This includes decisions regarding product variety and volumes produced, transportation and deliveries at right locations, labor allocation and utilization, facilities planning, and capital usage.

- **Determining future resource needs**: Organizations must also determine what resources will be needed in the future. These decisions depend on forecasts of emerging markets, future customer demands, technological advancements, and competition.

- **Acquiring new resources**: It takes time to acquire new facilities, new technologies, new equipment, and expand to new locations. Plans must be made well in advance, and procedures to acquire new resources and capabilities put in place ahead of time.

### 1.2 Demand Management

Forecasting and planning are intertwined and often confused in practice as companies have the ability to affect actual events, especially demand. This can be done through promotional campaigns and advertisements, offering incentives to sales staff and personnel, and through cutting prices. This is called “demand management” and is the process of attempting to modify demand. This is in contrast to supply management. Where supply management involves managing the supply base and sourcing decisions on the upstream side of the supply chain, demand management focuses on customers on the downstream side.

Demand management cannot occur without first having a forecast—a prediction of what future demand is going to be. Once a forecast and a resulting plan have been made, the organization may decide to “manage” the demand in order to better utilize its resources, and the plan is reconfigured accordingly. This is shown in Figure 3.1. The forecast is the starting point as an objective prediction of what is an iterative process. The plan follows the forecast as a course of action. However, demand management may modify the plan, such as with an advertising campaign, which then changes the forecast. They each impact each other as illustrated with two sided arrows.

The impact of forecasts also extends to the supply chain. Independent forecasting by members of the supply chain gives rise to the bullwhip effect (Forrester 1961), which is the increased volatility in orders as they propagate through the supply chain. The bullwhip effect occurs when each individual company in the supply chain forecasts its own demand, plans stock levels, and makes replenishment decisions independently of other companies in the chain (Chen et al. 2000; Lee et al. 1997; Lee et al. 2000). This creates volatility in orders, which makes forecasting more difficult, leads to increases in inventory throughout the supply chain, has a higher stock-out risk,
and results in inefficient use of working capital and production capacity. Thus, forecasting has an impact on the entire supply chain. One strategy for mitigating the bullwhip effect is the sharing of forecast information with supply chain partners, discussed later in Section 4.3.

### 1.3 Impact on Costs

Forecasts not only impact POM decisions. They directly impact organizational costs. A number of studies have looked at the relationship between forecast error and organizational costs in the POM environment. Their collective finding is that forecast errors can increase organizational costs from 10% to 30%. Furthermore, this impact is dependent upon the characteristics of the organizational environment.

Although the initial studies in this area made many simplifying assumptions, such as single product production and a homogeneous workforce (Bowman 1963), they provided estimates of the strength of the relationship between forecast error and cost. Later studies further examined forecast errors in more realistic manufacturing settings. These studies confirmed that reducing forecast errors increases profitability and reduces cost roughly by 10%–30%. The impact, however, depends on the structure of the POM environment, such as inventory ordering decisions and workforce scheduling policies (Metters 1997; Sanders and Graman 2015). Collectively, these studies demonstrate that the impact of forecast errors varies based upon characteristics of the POM environment, underscoring the relationship between forecasting and planning and POM decisions.

### 2 The Forecasting Process

#### 2.1 Steps in the Forecasting Process

Forecasts need to be credible in order to be justified to other parties that include management, suppliers, shareholders, and other stakeholders (Makridakis et al. 1983). To ensure credibility the forecasting process needs to follow an established set of steps regardless of what is being
forecast or the model used (Armstrong 2001; Makridakis et al. 1982; Makridakis, Wheelwright, and Hyndman 2006). The steps are shown in Figure 3.2 and described below in the following sequence:

a)  *Decide what to forecast:* Although seemingly simple, this initial step requires thought. A forecast provides an answer to a question and formulating the right question is critical. For example, there is an obvious difference between forecasting sales (dollars) versus demand (units). A little less obvious may be a scenario where a company forecasts demand to better manage inventory levels but finds that forecasting delivery lead times actually results in better performance. Forecasts are made in order to develop plans for the future, and it is important to first identify what forecasts are actually needed to develop them.

b)  *Analyze data:* Before we can forecast, we must analyze data in order to identify patterns present and—as noted next—select the forecasting model most appropriate for the identified pattern. The most commonly observed data patterns are:

i)  *Level or horizontal:* This is the simplest pattern and exists when data fluctuate around a constant mean. It is the easiest to predict and is common for commodity products in the mature stage of the life cycle, such as table salt or toothpaste.

ii)  *Trend:* Trend is present when data exhibit an increasing or decreasing pattern over time. The simplest type of trend is a straight line, or linear trend, but a variety of trend patterns can exist such as exponential or logarithmic.

iii)  *Seasonality:* Seasonality is any pattern that regularly repeats itself. Most intuitive are demand patterns that fluctuate with the seasons, such as sale of ice cream or snow shovels. However, any pattern that regularly repeats itself is a seasonal pattern, including holiday retail sales or end of the month production rush.

iv)  *Cycles:* Cycles are patterns created by economic fluctuations. Examples include a recession, inflation, or even the life cycle of a product. The major distinction between seasonal patterns and cycles is that the latter do not have a repeating length or magnitude. As a result, they are most difficult to predict.

In addition, data inherently contains a certain amount of random variation. The greater the random variation, the harder it is to forecast as high degrees of randomness can obscure the pattern. Forecasting focuses on identifying the patterns in the data, attempting to smooth out the random variation, as shown below:

$$\text{Data} = \text{Pattern} + \text{Random Variation}$$

$$\text{Data} = \text{Level} + \text{trend} + \text{seasonality} + \text{cycles} + \text{Random Variation}$$
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a) **Select the forecasting model**: Once data patterns have been identified, we can select an appropriate forecasting model that is suitable for the identified data pattern. All models are not suited for every pattern. Generally, two or three different forecasting models are selected, and then they are tested on historical data to compare accuracy.

b) **Generate the forecast**: Once a model has been selected, the forecast is generated. This can be through any number of software packages, spreadsheets, or even via the use of paper and pencil.

c) **Measure accuracy**: After actual events have occurred, it is critical to measure forecast accuracy, a step often overlooked. Measuring accuracy provides information as to how well selected methods are performing enabling process improvement. Data patterns change over time, and models that once provided good results may no longer be adequate.

At the simplest level, forecast accuracy is computed as the difference between an actual and forecasted value taken as an average across the measured time periods called average error (AE). Here, both positive and negative errors are averaged. Although they cancel each other out, the net effect provides the direction of the forecast or the bias. There are many other metrics that can provide insights into data characteristics and method selection (Hyndman and Athanasopoulos 2013). One such metric is the mean absolute deviation (MAD), which is computed as the average of the sum of absolute errors, rather than algebraic errors. This provides a measure of average error regardless of sign or direction. Another metric is mean squared error (MSE), which is computed as the average of the squared errors. Through the process of squaring, larger errors are penalized. This is an effective metric in situations where large errors are important. There are many other metrics, and each provides unique insights into the forecasting process. Therefore, it is practical for forecasters to use multiple metrics.

### 2.2 Factors in Method Selection

Although there are many choices in forecasting methods, not all methods are appropriate for all forecasts. There are four factors to consider in method selection:

a) **Amount and type of available data**: Different forecasting methods require different types and quantities of data (Makridakis et al. 1983). Sophisticated quantitative methods, for example, may require large amounts of data, whereas simpler methods may not. In some cases—such as when forecasting new products—no historical data may be available. This factor plays a key role in the methods that can be selected. A note of caution, however, must be made here. Forecasts are only as good as the data they are based on, and the data must be credible. The old adage “garbage in, garbage out” is very applicable here. Therefore, all data must be checked for credibility and cleaned before use.

b) **Degree of accuracy required**: Sophisticated analytical methods may generate good forecasts but they may be costly to develop. The cost of the forecasting method needs to justify the importance of the forecast. For example, forecasting paper clips or rubber washers doesn’t justify a costly method.

c) **Length of forecast horizon**: Some forecasting methods are better suited for short-term horizons, whereas others are better suited for the long term. It is important to select the method most appropriate for the horizon being forecast. For example, forecasting emergency room visits to a hospital during the month of December is going to require a very different forecasting method than forecasting demand for natural gas over the next ten years.
d) Patterns in the data: As already mentioned, critical to model selection is its appropriateness for the identified data patterns. In fact, a mismatch here virtually guarantees poor forecast performance. For example, it can be mathematically shown that forecasting a trend pattern with a model that does not address trend will result in a lagging of the forecast to the actual data (Makridakis, Wheelwright, and Hyndman 2006).

3 Forecasting Methodologies

There is a broad range of forecasting methodologies. Each one has its own strengths and weaknesses. In this section, we look at each category in more detail. We then delve into the topic of combining methodologies, a subject that has received a great deal of attention in the forecasting literature (Armstrong 2001).

3.1 Categorization of Forecasting Methods

Forecasting methods can be classified into two broad categories: judgmental and statistical. Judgmental methods are those based on subjective opinions and the judgment of individuals or groups of individuals, such as managers, sales staff, or customers. For example, asking customers whether they would buy a particular product is a type of judgmental forecasting method called “intention surveys.” Another is called “sales force composite” when the sales staff make a group forecast of upcoming sales.

Judgmental methods are made by people; as a result, these methods are subject to human biases. Statistical forecasting methods, on the other hand, are based on mathematical modeling. These methods are objective and consistent, capable of handling large amounts of data and uncovering complex relationships.

Provided that good data is available, statistical methods are generally more accurate than judgmental methods (Lawrence et al. 2006). As shown in Table 3.1 however, both judgmental and statistical methods have their strengths and weaknesses. While statistical methods are objective and consistent, they require data in quantifiable form in order to generate a forecast. Often, such

<table>
<thead>
<tr>
<th>Table 3.1 Comparing Qualitative and Quantitative Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. Qualitative Forecasting Methods</strong></td>
</tr>
<tr>
<td><strong>Strengths</strong></td>
</tr>
<tr>
<td>◆ Responsive to change</td>
</tr>
<tr>
<td>◆ Incorporates “soft” information</td>
</tr>
<tr>
<td>◆ Compensates for unusual events</td>
</tr>
<tr>
<td>◆ Provides a sense of “ownership”</td>
</tr>
<tr>
<td><strong>Weaknesses</strong></td>
</tr>
<tr>
<td>◆ Cannot process large data</td>
</tr>
<tr>
<td>◆ Inconsistent</td>
</tr>
<tr>
<td>◆ Inability to process complexity</td>
</tr>
<tr>
<td>◆ Biased (e.g., optimism, wishful thinking, political manipulation, lack of consistency)</td>
</tr>
<tr>
<td><strong>II. Quantitative Forecasting Methods</strong></td>
</tr>
<tr>
<td><strong>Strengths</strong></td>
</tr>
<tr>
<td>◆ Can process complexity</td>
</tr>
<tr>
<td>◆ Objective</td>
</tr>
<tr>
<td>◆ Consistent</td>
</tr>
<tr>
<td>◆ Can process large data</td>
</tr>
<tr>
<td><strong>Weaknesses</strong></td>
</tr>
<tr>
<td>◆ Accuracy dependent on data and model</td>
</tr>
<tr>
<td>◆ Slow to respond to change</td>
</tr>
<tr>
<td>◆ Costly to model “soft” information</td>
</tr>
<tr>
<td>◆ Requires technical understanding</td>
</tr>
</tbody>
</table>
data is not available, such as in new product forecasting or making long-range strategic forecasts. Also, statistical methods are only as good as the data on which they are based. Judgmental methods, on the other hand, have the advantage of being able to incorporate last-minute “inside” or “soft” information. This may be last-minute notice of a competitor’s advertising campaign, a snowstorm delaying a shipment, or a heatwave increasing ice cream sales. Judgmental methods also offer users a sense of “ownership,” which cannot be discounted, as it is these very users that are responsible for implementing plans to respond to forecasts (Lawrence et al. 2006; Goodwin et al. 2007). Their trust in the forecast is important for implementation.

Therefore, each method has its role in the forecasting process and a good forecaster learns to rely on both. In fact, there is ample evidence that merely relying on statistical forecasts generated via software can create problems. One notable case is a situation with Nike that occurred some years ago (Koch 2004). The company relied on automatically generated statistical forecasts without a judgmental check. The result was widespread inventory shortages of high-moving items and too much stock of low-moving items. Next, we will look at each category and discuss ways that they can be combined.

### 3.1.1 Judgmental Forecasting Methods

Numerous judgmental forecasting methods exist, ranging in degree of formality and structure. These methods can be useful in including information not available to the statistical model, such as information on special events or recent occurrences. However, these methods are fraught with human biases that include optimism, inconsistency, and political manipulation (Kahneman 2011; Hogarth 1987). As a result, they often exhibit large errors and exaggerations (Kahneman and Tversky 1979; Goodwin et al. 2007).

One such methodology is executive opinion where managers, executives, or sales staff meet and collectively develop a forecast. This method is often used to forecast sales, market trends, make strategic forecasts, or forecast new products. It can also be used to modify existing forecasts to account for special events, such as slowed spending during a recession or a special promotional campaign. The advantage here is the ability to quickly include the latest information in the forecast. However, the disadvantage is a risk of contaminating the forecast with the many human biases.

Another method is market research, which uses surveys and interviews to determine customer preferences and identify new product ideas. Although market research can be a good determinant of customer preferences, it has a number of shortcomings. One is the potential inadequacy of the survey questionnaire design. For example, subjects may be asked to identify a favorite hobby from a set of choices, such as gardening, fishing, cooking, or sports. The problem here is that the list is not exhaustive, and findings may incorrectly portray customer preferences.

One of the most popular judgmental methods is the Delphi technique designed to develop a consensus among a group of experts on a particular topic (Landeta and Barrutia 2011; Kauko and Palmroos 2014). Examples may include forecasting propagation of a disease, climate changes, or technological innovation. The process involves choosing anonymous experts in the field of inquiry. Questionnaires are sent to the experts, the findings summarized, and the process repeated with updated questionnaires that incorporate the initial findings. This process continues until consensus between the experts is reached. The Delphi technique is based on the assumption that agreement of experts on an outcome has a high likelihood of occurrence. The researcher’s job is to extract this information and this role requires significant expertise. Although time consuming, the Delphi technique has been shown to be an excellent method for forecasting long-range product demand, technological change, and scientific advances in medicine.
3.1.2 Statistical Forecasting Methods

Statistical forecasting methods can be divided into two broad categories: time series and causal models. Although both are mathematical, the two categories differ in their assumptions and forecast development.

Time series models generate a forecast from an analysis of a “time series” of data. This is a simple listing of data points of the variable being forecast over time taken at regular intervals. For example, data of student enrollment per semester at a university over the past five years is an example of a time series. Time series models assume that forecasts can be made by modeling patterns present in the data. There are many types of time series models, from simple moving averages to models such as Holt-Winter’s exponential smoothing that can address both trend and seasonal data patterns.

By contrast, causal models assume that the variable being forecast is related to other variables in the environment. For example, university enrollment may be related to unemployment rates, recession levels, or salary levels. In this case, the forecasting process involves identifying these relationships, expressing them in mathematical form, and using such correlative information to generate a forecast. A typical example would be regression models.

Time series models are generally easier to use than causal models. They are more readily available as forecasting software and easy to automate. Causal models, on the other hand, can be more complex, especially if relationships between multiple variables are being considered. However, time series models can often be just as accurate and have the advantage of simplicity. Numerous forecasting competitions have been conducted over the years where performance of different forecasting models is compared. Consistently, time series models such as exponential smoothing come out as top performers (Makridakis et al, 1982; Hyndman and Koehler 2006). Furthermore, time series models are easy to use and can generate a forecast more quickly than causal models, which require model building. For this reason, time series models are especially useful in the POM environment where demand for large numbers of SKUs must be forecast on a regular basis.

3.2 Combining Forecasting Methods

Much evidence exits to support the combining of two or more independent forecasts. In one of the earlier studies, Winkler and Makridakis (1983) used 1,001 series in order to show that mathematically combining quantitative forecasts reduces forecast errors. Numerous other studies have supported the finding that combining independent forecasts improves accuracy (Lobo and Nair 1990; Batchelor and Dua 1995; Webby, O’Connor, and Lawrence 2001). A literature review of 209 studies by Clemen (1989) documented the benefits of combining, which is well established today. The overall conclusion from these studies is that gains from combining are greatest when methods combined differ substantially and are based on different sources of information. Also, the constituent forecasts should be absent of bias or have biases that cancel each other out. Lastly, combining is most effective when the correlation between forecast errors of constituent forecasts is low, meaning that each forecast brings different information to the integration process (Armstrong 2001; Armstrong et al. 2015).

In an organizational setting, judgmental and statistical forecasts are typically based on different sources of information, making them ideal candidates for combining. The benefits of their mechanical integration have been supported by studies to date. For example, a study of forecasts of quarterly earnings used two judgmental and two quantitative methods for forecast generation (Lobo and Nair 1990). Combining the two judgmental methods reduced forecast error by 0.6%, as
measured by the mean absolute percentage error (MAPE). Combining the two quantitative methods reduced MAPE by 2.1%. However, combining one judgmental and one quantitative method reduced MAPE by 5.2% on average.

3.2.1 Combining Judgmental and Statistical Methods

Historically, the forecasting literature has been divided on the relative value of judgmental versus statistical forecasting methods. A number of authors have suggested that judgment should not be given credibility due to high subjectivity (Bazerman 1998). Many studies have pointed to the shortcomings inherent in judgmental forecasting due to previously discussed limitations of human cognitive abilities (Hogarth 1987; Webby and O’Connor 1996). Other authors, however, have provided evidence to support the use of judgment in forecasting (Edmundson et al. 1988; Lawrence et al. 1985). In addition, studies of forecasting practices in business repeatedly show that practitioners rely heavily on judgmental forecasting methods (Dalrymple 1987; Mentzer and Cox 1984; Mentzer and Kahn 1995; Sanders and Manrodt 1994). As discussed earlier, the primary reason for this is that judgment is privy to the latest information on changes in the business environment. This may involve rumors of a competitor launching a promotion, a planned consolidation between competitors, or a sudden shift in consumer preferences due to changes in technology. Managerial judgment can be used to rapidly incorporate this information in the forecast. However, biases inherent in judgmental forecasting can create large and volatile swings of forecast errors, which can have serious customer service and inventory implications.

Today, most researchers agree that both judgmental and statistical forecasting methods each have their unique strengths and weaknesses. Statistical methods have the advantage of being objective, consistent, and capable of processing large amounts of data and considering relationships between numerous variables. However, they are only as good as the data upon which they are based. When changes occur in the data that are not incorporated in the model, the generated forecasts cannot be accurate. An ideal forecasting methodology is one that incorporates the advantages of both judgmental and quantitative forecasting approaches.

The literature review thus far provides support for the integration of judgmental and quantitative forecasts provided that certain criteria are met:

- Combined forecasts should be independently generated.
- Combined forecasts should have a low correlation of forecast errors, should be unbiased, or have biases that cancel each other out.
- Judgmental forecasts should be made in the presence of domain knowledge or based on specific information not available to the statistical model.

One integration methodology is to use judgment to adjust a statistically generated forecast based on contextual factors and is a common practice in business (Turner 1990; Moritz et al. 2014). In a survey of ninety-six US corporations, 45% of the respondents stated that they always made judgmental adjustments to quantitative forecasts with only 9% stating that they never made adjustments (Sanders and Manrodt 1994) with the remaining 54% stating that they sometimes made adjustments. The primary reason given for the practice of judgmentally adjusting quantitative forecasts is to incorporate the latest knowledge of the environment, product, or past experience into the forecast. The forecasting process is performed sequentially with the statistical forecasts generated first, and then adjusted based on judgment. One advantage of this approach is the ability to swiftly allow judgment to rapidly incorporate the latest information. Many studies have documented support for judgmental adjustment of statistically derived
forecasts when contextual information is available (Sanders and Ritzman 2001; Fildes and Goodwin 1999). The recommendation is that judgmental adjustments should only be made when specific contextual information is available, including discontinuities in the data and pattern changes.

Another integration methodology is to mechanically combine two independently generated forecasts. The methods can be combined either objectively, such as with a simple average, or subjectively in light of specific contextual information. This type of integration has received much support from literature and has been shown to improve accuracy (Clemen 1989; Armstrong 2001). There is general agreement in the forecasting literature that even a combination forecast generated as a simple average of forecasts outperforms the individual forecasts being combined. Researchers generally prefer combining judgmental and statistical forecasts over judgmental adjustment, as the latter is more subject to judgment’s negative effects (Armstrong 2001). Here, the constituent forecasts are made in parallel with the final forecast generated as a mathematical combination of the two minimizing the negative effect of bias. Still, the final forecast represents a merging of information upon which the constituent forecasts are based.

The simplest approach to combining forecasts is using an equal weighted arithmetic average of the individual methods. Numerous empirical studies have found this method to be as effective as using weighted averages or regression-based weighting schemes (Makridakis and Winkler 1983; Clemen and Winkler 1986; Conroy and Harris 1987; Blattberg and Hoch 1990). Clemen’s (1989) extensive literature review concludes that equal weighting provides improvements in accuracy for many forecasts. While using more elaborate weighting schemes has been shown to be successful in other studies (Lobo 1991), its complexity and time requirements render it less desirable for an organizational context.

Yet another way of combining forecasts is to use judgment in the selection and development of the statistical forecast. Judgment is used to select variables, specify model structure, and set parameters. Certainly, some judgmental inputs are required in the formulation of any statistical model. However, the integration methodology discussed here is one where judgment in the presence of domain knowledge can provide specific domain information that cannot be determined through statistical diagnostics. This methodology is often considered the least subject to the negative effects of judgmental biases while also including its benefits.

Bunn and Wright (1991) identified four areas in statistical model building where judgmental inputs can be important. These areas include the selection of variables, model specification, parameter estimation, and data analysis. Bunn and Wright (1991) suggest that while statistical diagnostics can be important in assisting with the identification of key causal variables, ultimately selection should be based on judgment. Specification of model structure and the estimation of parameters can easily be automated, especially when causal information can be quantified. Causal variables, such as the effect of an advertising campaign, can be automated by using techniques such as multiple regression. However, problems can arise when there are unaccounted “broken-leg” cues affecting the data (Kleinmuntz 1990). The “broken-leg cue,” a commonly used term in the psychology and bootstrapping literature, describes cues that are rare but highly diagnostic (Meehl 1957). The idea comes from estimating physical performance of an individual but not knowing that suddenly the person has broken their leg—a rare event but one that clearly disrupts mobility. When there are “broken-leg” cues, modeling procedures will not be effective, and judgment becomes critical.

One approach to using judgment as an input to model building is the use of rule-based forecasting. Rule-based forecasting uses expert judgment to identify characteristics of the data and causal forces affecting change as inputs into the statistical procedure (Collopy and Armstrong 1992). The premise of rule-based forecasting is that forecasting methods need to be tailored to a
specific situation and that expert judgment is best suited for this. Expert judgment can identify unusual patterns, direction of causal forces, and the functional form of the time series. Rule-based forecasting provides rules or instructions on how to weight forecasts from a set of forecasting methods, based on experts and prior research. Rule-based forecasting is especially useful when domain knowledge indicates that recent trends may not persist and that there are changes in the direction of causal forces.

3.2.2 The Role of Domain Knowledge and Contextual Information

While there is substantial support for integrating the above methodologies, simply integrating arbitrary judgment with documented statistical procedures can harm accuracy. Important factors that give credibility to judgment are domain knowledge and contextual information.

Domain knowledge is knowledge that practitioners gain through experience as part of their jobs. Becoming familiar with their environment, practitioners become attuned to many cause-effect relationships and environmental cues. Practitioners with domain knowledge understand which cues are significant and which may ultimately prove unimportant. Specific information available in the forecast environment is called contextual information, such as a price increase, an impending strike, or new policies that may affect forecasts. Domain knowledge enables the practitioner to evaluate the importance of specific contextual information (Webby, O’Connor, and Lawrence 2001).

The value of domain knowledge has been demonstrated in a number of studies. Edmundson et al. (1988) conducted a study to evaluate judgmental forecast performance of managers with three different levels of knowledge. The first level consisted of practitioners with considerable domain knowledge, having industry forecast experience and knowledge of the specific products being forecast. The second level was made up of practitioners with some domain knowledge, such as overall industry forecasting experience, but no knowledge of specific products. On the third level were students with no domain knowledge but with considerable technical knowledge, which is knowledge of forecasting methodologies. The study found that familiarity with specific products being forecast to be the most significant factor in improving forecast accuracy. Other studies have also found support for domain knowledge (Sanders and Ritzman 1995).

Domain knowledge has also been shown to be important in the judgmental adjustment of quantitatively derived forecasts. Studying judgmental revision of quantitative forecasts by individual experts with domain knowledge, Mathews and Diamantopoulos (1986; 1989) concluded that judgmental revisions of the quantitative forecasts led to improved accuracy. In another study, Mathews and Diamantopoulos (1990) compared judgmental adjustments made by product managers of a UK company to forecasts generated by a quantitative model. The study concluded that managers who had a higher understanding of market conditions for their products tended to generate better revisions. Similarly, Huss (1986) found that judgmental adjustment by company experts of trends in electricity sales outperformed econometric methods. However, even in the absence of domain knowledge, judgmental adjustment can be beneficial provided that it can bring information not available to the quantitative model, such as discontinuities or pattern changes in the data (Armstrong 2001; Armstrong et al. 2015).

4 The Future of Forecasting

Although the model categories and forecasting methods described in this chapter continue to be the state-of-the-art in forecasting, there are a number of trends that are changing the future. The first is information access, which has become more abundant than ever both in quantity and
quality. Another is big data analytics, which is the computational ability to process and analyze the newly available data, providing unprecedented insights. Lastly, the sharing of information between entities and supply chain partners is improving accuracy and POM performance but is also creating risks such as security. In this section, we discuss these emerging trends and their impact on forecasting.

4.1 Information Access

Today, organizations have access to an unprecedented amount of data. These large volumes of data provide information needed for generating better forecasts. For example, sales data can be collected in real time through point-of-sale (POS) data, shortening the forecasting cycle and enabling companies to respond quickly to latest trends. Similarly, radio-frequency identification (RFID) tags gather data on inventories across supply chains, from quantities and location to ambient temperature and security breaches. These tags will number in the billions with 12 million RFID tags in 2011 projected to rise to 209 billion in 2021 (Manyika et al. 2011).

Increasingly, supply chains are combining data from different sources in order to coordinate activities across the POM environment. Marketing is generating huge volumes of POS data from retail stores that are automatically shared with suppliers for real-time stock level monitoring. RFID tags monitor inventory on shelves and in-transit coordinating with current stock levels for automatic order replenishment. Even greater benefits are achieved when companies are able to integrate data from other sources. This includes data from retailers beyond sales, such as promotion data including SKUs sold and prices. It also includes launch data—such as specific items associated with promotional ramp-up and ramp-down plans and inventory consequences.

4.2 Big Data Analytics

The gathering of large amounts of data is part of the trend of big data analytics, which has had a huge impact on forecasting. Big data refers to large datasets whose size is so large that the quantity can no longer fit into the memory that computers use for processing. This data can be captured, stored, communicated, aggregated, and analyzed. Analytics without big data are simply mathematical and statistical tools and applications. Many of these tools—such as correlation and regression analysis—have been around for decades. It is the combination of big data with statistical algorithms—or analytics—fueled by today’s computing power that creates the ability to extract meaningful insights and turn information into intelligence. The availability of big data and the advancements in machine intelligence have created significant new opportunities given the size of memories and fast access to them.

Big data analytics has had a significant impact on forecasting especially in the area of predictive analytics. Predictive analytics is a “coined” name to emphasize that all available resources will be focused on making the desired prediction (Sanders 2014; Evans 2016). It creates the ability to foresee events before they happen by sensing small changes over time. For example, IBM’s Watson computer uses an algorithm to predict best medical treatments (Hempel 2013), and UPS uses analytics to predict vehicle breakdown (Mayer-Schönberger and Cukier 2013). Sensors placed on machinery, motors, or infrastructure like bridges can monitor the data patterns they give off, such as heat, vibration, stress, and sound. These sensors can detect changes that may indicate looming problems ahead essentially forecasting an event.

These developments may significantly change our ability to forecast. They may also mean fewer “black swans.” The term “black swans” is used to describe high-impact, low-probability events (Taleb 2007). Historically, we have assumed that these could not be predicted. However,
with big data analytics that is rapidly changing. Big data analytics is improving forecasting so that the number of events that we used to consider unpredictable and purely random is getting smaller. We are now able to identify and spot changes in systems that indicate potential failure. Just consider the accuracy of the prediction of Hurricane Sandy provided by the NOAA weather satellite in 2012. Only a few years earlier, this type of event would have been considered a “black swan.”

Spotting the abnormality early on enables the system to send out a warning so that a new part can be installed, preparation before an impending tsunami can be made, or the malfunction fixed. The goal is to identify a good proxy for the event that is being forecast, monitor the proxy, and use the information to predict the future. External events—such as weather or traffic or road construction—can be tracked, and the supply chain can respond. This ability is a game changer for forecasting, POM decision making, and risk management.

4.3 Information Sharing

Sharing this information with supply chain partners has been a recognized key element in mitigating the impact of forecast errors (Aviv 2007; Cachon 2001; Cachon and Lariviere 2001). As a result, many companies are engaging in efforts to improve forecast performance through information sharing (Chen and Lee 2009; Fildes and Kingsman 2011; Lee et al. 1997). The merits of information sharing along the supply chain are well known (Lee, So, and Tang 2000) and have received considerable attention in the POM literature (Lee et al. 1997). For example, Fildes and Kingsman (2011) report that the management of inventories and the effects of sharing forecast information across the supply chain as being a particularly important finding in their review of forecasting and operations research. Chen and Lee (2009) report that it may be useful for the supplier to know the buyer’s forecast or some other aspect of demand information.

Sharing information has been shown to significantly reduce forecast errors. For example, in an empirical study of a two-stage supply chain Trapero et al. (2012) found information sharing to improve forecasting performance and result in a 6–8 percentage points lower forecast error. Byrne and Heavy (2006) considered a complex supply chain structure and conclude that information sharing could potentially lead to a reduction in supply chain cost savings of up to 9.7%. Similarly, Ali and Boylan (2010) found forecast sharing to lead to inventory cost savings of up to 49.4%.

This role of information has led to the development of formal sharing processes across the supply chain. One is Collaborative Planning, Forecasting, and Replenishment (CPFR), which is a collaborative process of developing joint forecasts and plans with supply chain partners. The distinguishing feature of CPFR is that members of the supply chain collaborate on business plans and jointly execute the processes of forecasting and replenishment. Trading partners jointly set forecasts, plan production, replenish inventories, and evaluate their success in the marketplace (see www.vics.org). Given the benefits of formal information sharing and the advent of ever more information through big data, we can anticipate an increase in these types of collaborations.

5 Relevance for Managers

Methodological advancements, available technology, and access to information often have made forecasting more confusing for managers. There are, however, some lessons that emerge through our presentation of the state-of-the-art of the field:

- Managers should not confuse forecasting and planning. Understanding and carefully separating these will provide greater objectivity and understanding of future events.
• Managers should follow the established forecasting process as described herein. Certainly, forecasts are rarely perfect. However, following this process will ensure good results and provide credibility to the forecasts.

• Managers should make sure that the data used is reliable and clean. It should not be assumed that more data is always better and managers should exercise caution with large data sets questioning its reliability.

• Managers should always measure forecast performance using multiple performance measures. This includes not only measuring overall forecast accuracy but also measuring forecast bias and maintaining a history of errors. Following the process described in Figure 3.2, these metrics should be used to reassess models used, better understand the data, and improve performance.

6 Research Opportunities

Numerous research opportunities exist to improve the practice of forecasting and contribute to the current knowledge base. One opportunity is in the role of information in reducing forecast errors. As previously discussed in Section 4, companies have access to an unprecedented amount of information. However, there continue to be many questions with regard to the role of this information. For example, a number of studies point to problems of sharing information across individual firms (Aviv 2007; Özer 2003; Toktay and Wein 2001). With no incentive for truthful information exchange, these authors conclude that information sharing may result in manipulation. Oh and Özer (2013) offer several examples of deliberately biased forecasts shared across the supply chain in several industries and caution against this practice. Collectively, these studies suggest that forecast sharing may not be a panacea as its benefits may be hindered by lack of truthfulness and incentives. This raises numerous research implications, such as how to share forecast information and ensure truthfulness. Related to that are security implications, as information sharing can also result in data leakage to undesirable parties.

There are numerous other research opportunities. One is studying the role of judgment and “soft information,” especially in risk management. As forecasting systems become increasingly optimized and automated, what is the role of decision makers and how can they best have an input? Another research opportunity comes from looking at ways to optimize both the forecast and the appropriate supply chain performance. Research has clearly shown that the POM environment moderates the impact of forecast errors on costs. However, it is not clear which types of POM structures create greater resiliency, the ability to bounce back from disruptions and disasters, such as number and types of suppliers, inventory and postponement strategies, and other POM decisions.

Yet another research area is new product forecasting when there is no historical data. The advent of big data, especially unstructured data such as crowdsourcing, may have uses in forecasting new product demands and features but require more research. Crowdsourcing, which is defined as using social media to get many opinions and ideas, has gained large popularity, but it is not clear how to leverage it for forecasting.

Also, forecasting intermittent or “lumpy” demand continues to be a problem in POM (Prestwich et al. 2014) and better ways to address this would be important. Lastly, there are tremendous research opportunities in the area of metrics and forecast measurement. Indeed, measuring forecast performance is critical for greater understanding and continuous improvement. The development of better, more comprehensive, and easy to understand metrics, as well as frameworks to effectively use the metrics available is yet another area that would help evolve the practice of forecasting.
7 Conclusion

It should be evident from the discussion in this chapter that forecasting is as much of an art as it is a form of science. There are critical technical aspects to forecasting such as with data analysis and model selection. There are also behavioral aspects, as with most POM contexts, the managers are the people using generated forecasts for decision making. They must have confidence and belief in the forecast. In addition, forecast decisions are closely intertwined with planning in the form of a myriad of POM decisions. We have outlined many well-established tenets that should guide practitioners in their quest for better forecasts. However, many issues remain unresolved creating a broad spectrum of opportunities for scholars to improve on the theory and practice of forecasting in POM.
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