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1. Introduction

Quantifying smuggling is necessary for researchers and policy makers to understand its connection with the political, economic, and social system. It is also a necessary step to answer policy questions, such as those related to public finances, trade and industrial development. Despite its necessity, measuring smuggling activities is inherently difficult. Researchers are continuously confronted with the challenge of assessing the extent to which the data they have on the characteristics, activities, and behaviours of smugglers are accurate and complete. To what extent can we trust what respondents report? What type of smuggling activities are we able to capture and what type of activities are we not able to capture? How are the data which we collect affected by those who collect them?

Another challenge in quantifying smuggling arises from the fact that the (il)legality of trading activities is not a binary concept. The degree to which traders are compliant with the law varies, and could be visualised as a spectrum. On one end of the spectrum, there exist traders who are complying fully, paying all necessary taxes, abiding by regulations, and registering officially. Trading activities away from that end of the spectrum could be labelled as smuggling. Due to the heterogeneous nature of smuggling, quantifying smuggling becomes complex and perhaps seemingly impossible. In this chapter, we provide a starting point to break down this complexity. We categorise two types of smuggling activities: “missing” trade and “hidden” trade.

We define “missing” trade as the trade of goods which are declared correctly in the custom office of one country but not in the office of another country. For example, some goods might be misclassified as another product or under-invoiced so as to reduce the amount of tax which needs to be paid. Scholars have been taking advantage of this characteristic to detect smuggling activities by uncovering discrepancies, or “missing” trade, existing between flows recorded by the custom offices of the exporting and importing countries for the same bilateral exchange. These methodologies have evolved from using aggregated country-level trade flow datasets, which are usually publicly available, to using highly disaggregated custom-level data.

There are trade flows which do not pass through customs at all. Accordingly, unlike “missing trade,” these trade flows are “hidden” and cannot be detected by examining statistical discrepancies in customs records (see Figure 5.1). Nevertheless, they are prevalent in land borders, and there has been an increasing recognition amongst governments and scholars that
ignoring “hidden trade” would lead to an underestimation of the size of smuggling. In this chapter, we review the relevant methodologies used to quantify “missing” and “hidden” trade. While estimating the size of smuggling is a useful starting point to gauge its importance in an economy and to explore factors associated with smuggling at a macro level, more information is needed to delve into the nuance behind the motivations and behaviours of various actors involved in smuggling. Why do smugglers smuggle, and how? What are the incentives of other actors, such as customs officers? What would change their behaviours? Even if incentives could be designed to adjust their behaviour, would this be socially and economically desirable? In the past few years, economists have begun to explore these questions quantitatively using micro-data on individuals and firms who engage in smuggling in some way. While these studies have provided new insights by quantifying the extent of associations, causes and consequences of smuggling at a micro-level, the literature remains thin, and richer analysis using mixed methods is needed.

We begin the Chapter by reviewing the earlier attempts to test economic theories on smuggling. We then examine the developments of various tools to detect “missing trade” after the seminal work by Bhagwati (1964) in Section 3. In Section 4, we review the progress made to capture the size of “hidden trade.” In Section 5, we discuss recent quantitative studies using micro-data. We conclude in Section 6 by discussing the future research agenda to better quantify the size of smuggling, and its impact on different aspects of our lives. This Chapter focuses on the smuggling of goods which are legal themselves, as opposite to goods, such as narcotics, wildlife products and arms, which are illicit. The trade activities which we describe are also known as informal cross-border trade (ICBT), and can occur in both land borders and at ports. Our examples are mainly drawn from East and West Africa, the area of our expertise, but these methods are applicable to other regions with porous borders. Due to our background, we put greater focus on discussing the economics literature but we also draw on quantitative studies beyond the field of economics when appropriate.

2. From theory to data

During the 1960s and 1970s, trade economists were keen to understand whether smuggling enhances or reduces welfare. The pioneering work by Bhagwati and Hansen (1973) provides a
model to understand the welfare effect of smuggling by incorporating smuggling into trade theory involving two goods which can be traded with transportation costs. This framework examines whether the presence of smuggling enhances welfare through increasing overall levels of trade, or reduces welfare, through diverging trade. They found that if tariffs are not prohibitive, smuggling is generally welfare-reducing.

Theoretical models of smuggling have evolved since Bhagwati and Hansen (1973) to incorporate more realistic smuggling behaviour and market structures which provide a better understanding of the mechanisms through which smuggling can affect welfare. For example, theories have sought to refine the modelling of costs and risks faced by smugglers, such as cost of goods being confiscated and fined (Sheikh 1974), costs of packaging to hide smuggled goods (Thursby et al. 1991), as well as the stringency of enforcement (Martin & Panagariya 1984). Even so, models fail to take into account that smuggling is most perverse in economies where weak institutions and poor infrastructure have pushed up trade costs. With that in mind, by extending Bhagwati and Hansen’s (1973) model, Deardorff and Stolper (1990) found that smuggling is in general, welfare-enhancing. They argue that in African economies where there are large market inefficiencies, traders conduct informal trade for survival, rather than purely to evade tax. The inefficiencies which they refer to are trade regulations imposed by governments, such as quotas and price controls. Instead of modelling smuggling requiring an extra resource cost, they model smuggling as a cheaper option than formal trade when regulations are too cumbersome and costly. More recently, using a modern bilateral trade model, Dutt and Traca (2010) theoretically modelled tariff evasion and corruption, and found that the welfare effect of corruption associated with tariff evasion is ambiguous, and is dependent on the level of tariffs.

Despite working with limited reliable data at the time, scholars made innovative use of key macroeconomic data, such as prices and exchange rates, to test these theories. For example, Pitt (1981) directly tests Bhagwati and Hansen (1973)’s theory by defining the incentive to smuggle as the black market exchange rate divided by official effective exchange rate for rubber export in Indonesia. He argues that Bhagwati and Hansen (1973)’s model is inconsistent with his data.

Against the backdrop of the implementation of structural adjustment programs, which includes devaluation, Dercon and Ayalew (1995) compares incentives for smuggling co-see, which is affected by the parallel market exchange rate, before and after the revolution in Ethiopia (from 1974).

Estimating the extent of smuggling has also become more sophisticated as more up-to-date and disaggregated data on prices and production of goods become available. Golub and Mbaye (2009) demonstrate the usage of several key economic indicators to estimate the size of smuggling between The Gambia, a country with a relatively free trade regime, and Senegal which takes a more protectionist approach to its trade policies. While it is widely known that there are large volumes of re-exports from The Gambia to Senegal, the official trade statistics collected by the Senegalese customs show that there is almost none. Golub & Mbaye (2009) firstly quantify the amount smuggled from The Gambia to Senegal by making use of the fact that, in absence of smuggling and measurement errors, domestic consumption is equal to domestic production plus net imports (imports minus exports). They construct a simple ratio of net imports minus production over domestic consumption for Gambia. If all trade is recorded, this ratio should be 100%. A ratio larger than 100% suggests that there exists some trade activities not recorded by the customs. They found that in 2004, this ratio for sugar was 400%, indicating a large volume of sugar imported into Senegal is unrecorded. They also used a second method to understand the incentives behind smuggling. They compared the wholesale prices of relatively homogenous goods, such as sugar, rice and wheat, in Banjul, The Gambia and Dakar, Senegal. They found that there were substantial price differences between the two places, and
this was especially pronounced in the case of sugar, in line with the first evidence. Similarly, sugar was found to have especially large differences in trade taxes between the two countries. This study provides a good example of how to make effective use of different data sources and methods to triangulate the size of smuggling.

3. Quantifying “missing” trade

One of the most widely adopted methods of detecting smuggling today is the one originally proposed by Bhagwati (1964). This method focuses on estimating a specific type of smuggling. This type of smuggling, or “quasi-smuggling” as labelled by Bhagwati and Hansen (1973), involves goods that are transported through customs offices, but under-invoiced to reduce the amount of tax which needs to be paid. For example, a trader evades taxes by misreporting the price of the product or the quantity of the product. The method of quantifying this “missing” trade involves comparing the data provided by national customs agencies of the exporting and importing countries for the same trade flow in a given time. In particular, trade statistics provided by the exporting country tend to be more accurate than trade statistics provided by the importing country, since traders have the incentive to evade import duties. The method, known as mirror statistics or trade gaps, has the advantage of simplicity. It involves a computation of straightforward subtractions, and makes use of publicly available data, such the UN COMTRADE database, which is the principal source of trade data.

Bhagwati (1964) was also clear about the limitations inherent to this method. It is not possible to rule out other reasons such as time differences in reporting, errors in reporting, or the use of third country in international trade (entrepot economies) to explain the observed discrepancies. He states “‘proof’ [of smuggling] is thus impossible; only ‘plausibility’ can be procured by the method proposed” (Bhagwati, 1967, p. 70).

For three decades, Bhagwati’s (1964) mirror statistics method attracted very few interests. It was not until the seminal paper of Fisman and Wei (2004) when Bhagwati’s (1964) method was applied into econometric analysis. Using disaggregated trade data between Hong Kong and mainland China, Fisman and Wei (2004) found that there is a strong positive relationship between the extent of trade gap and tariff rates: one percent point increase in tariff rates is associated with a 3% increase in trade gap. (5.1) shows the formulation of the trade gap which they adopted, and have since been extensively used in other studies. The subscripts i; j; k and t indicate that the gap value is calculated for the trade flowing from country i to country j, for a category of product k at a specific time t.²

\[
gapvalue_{ijkt} = \log(\text{exportvalue}_{ijkt}) - \log(\text{importvalue}_{ijkt})
\]

(5.1)

Fisman and Wei (2004) also extended Bhagwati (1964)’s method to not only detect tax evasion by firms underreporting the value of imported goods but also to detect tax evasion achieved by firms purposefully misclassifying products. By intentionally mis-reporting the classification of the product, traders are then subject to lower taxes compared the taxes if they were to declare the importation of the actual good. Fisman and Wei (2004) investigates the extent of tax evasion through misclassification by calculating the average tax rate of a group of products which are “similar,” defined as being in the same four-digit category of the Harmonized System code. They found that, keeping tax rates as constant, trading a good in a group of “similar” products with a lower average tariff increases the trade gap.
Javorcik and Narciso (2008) extend this method by examining the extent to which tariff evasion is more prevalent for products which are more “differentiated” (e.g., shoes) than products which are homogenous (e.g., Irish potatoes), as it is harder for the customs officer to assess the true price of a “differentiated” product. In addition, they distinguish the channels through which tariff evasion is implemented: is it by misreporting quantity or is it by misreporting price? They do this by first examining the differences in quantity recorded by exporting and importing countries (which should be close to zero if there exists no quantity misreporting), and then separately examine the differences in unit values recorded by the exporting and importing countries (importing country should have higher unit value than exporting value as it includes cost of freight and insurance). They found evidence that tariff evasion between Germany and Eastern European countries are through the channel of misreporting price rather than through misreporting quantities.

Several studies followed, quantifying the associations between trade gaps and tariffs measures for various countries and products. Mishra et al. (2008) found that higher trade gaps between India and its top 40 trading partners are associated with higher tariffs, with an association stronger for differentiated products. Similar results are found for Kenya, Mauritius and Nigeria (Bouet & Roy 2012), trade between Kenya and Tanzania (Levin & Widell 2014) and for Ethiopia (Mengistu et al. 2018).

The method of trade gap is then applied to understanding beyond the association of tariff evasion and tariff measures. These include studies which examine the relationship between trade gap and corruption (Berger & Nitsch 2008, Jean & Mitaritonna 2010, Worku et al. 2016, Kellenberg & Levinson 2019), political connections (Rijkers et al. 2017), trade agreements (Stoyanov 2012, Sequeira 2016, Javorcik & Narciso 2017), export restrictions (Vézina 2015) and VAT (Ferrantino et al. 2012). These studies show that the trade gaps can be large and are observed in various settings (between developing nations, between developed countries, and between developing and developed countries). They have provided consistent evidence that these gaps are connected to the level of tariffs in the importing country and corruption in the importing and exporting countries.

Another method which makes use of customs data is the price filter method. First proposed by Paul et al. (1994), this method has been used in a number of studies (de Boyrie et al. 2005a, de Boyrie et al. 2005b, 2007). One of the benefits of the price filter method is that it is practical. It makes use of data that customs agencies gather on a day-to-day basis. The method detects fraud by comparing the reported price of a particular shipment with what could be considered the arm’s length price, or an objective price, of the goods traded. If the reported price is abnormal — above or below the arm’s length price range — the record of the shipment is considered suspicious. This arm’s length price can be calculated in different ways. For example, if a market price is available, the market price plus or minus a certain percentage can be used as the arm’s length price. In occasions when market prices are not available, one can use the average price of shipments of similar goods (WCO 2018). This corpus of research also has been valuable in showcasing and perfecting this method to help customs agencies flag potential unlawful behaviours.

Nonetheless, the arm’s length price thresholds used to compare prices could be ad-hoc. Customs officers may not be well-informed about the actual value of the goods and thus unable to determine whether the value declared by the importer is accurate or not. By using a randomized control trial (RCT), Chalendard et al. (2020) found that providing more detailed and precise valuation information to customs officers at the ports of Mozambique can increase fraud detection. There are also other countries which seek to provide additional information to customs officers through pre-shipment inspection of imports (PSI), where a private firm
provides a report to the importing customs, verifying the classification and valuation of the goods before shipment. While this could reduce tax avoidance of the goods which require such a report to be issued, total tax avoidance may not have decreased if there are alternative methods to smuggle, as found in Yang (2008) in the ports of the Philippines.

Recently, Demir and Javorcik (2020) proposed a new method which makes use of a statistical test to detect import tax evasion. More specifically, they make use of the Benford’s law, which provides the probability a number will appear as a leading digit in a dataset. They found that while export statistics and import statistics of goods which are not subject to tariffs conform with the law, import statistics of goods which are subject to taxes do not. This provides an indication that deviation from the law is related to import tax evasion.

They then measured the extent of import tax evasion by calculating the deviation from the law. They also found that their results, when using this new method of detecting import tax avoidance, are consistent with using the trade gap method proposed in Fisman and Wei (2004).

Despite the extensive usage of these indirect methods, the “original sin” of these methods comes back to haunt economists interested in smuggling and tax avoidance as soon as it is used in institutional and political debates connected to these questions. A telling example has been the controversy followed by the publication of the 2016 UNCTAD report on illicit financial flows. Denouncing the behaviour of specific countries based on the trade gap method opened a stream of justified criticisms vis-à-vis the origin of the gaps and risked a rebuke of any analysis based on this methodology. As cautioned by Bhagwati (1964), there could be various reasons other than smuggling activities, which explain the presence of discrepancies in trade statistics. Forstater (2018) highlights some of these factors, which include discrepancies between trade statistics provided by UN COMTRADE and those provided by national statistical offices. The use of mirror statistics also relies on one reporting country having an accurate set of trade statistics, which could be the case for trade flows involving a high-income country. This could be problematic when attempting to detect smuggling between two low-income countries which may have low statistical capacity. In addition, while trade statistics aggregated at a high level are easily accessible to all researchers, mirror statistics are most revealing when using highly disaggregated trade data.

If these indirect methods are able to provide only a partial picture of smuggling occurring at customs, it does not provide any information about trade flows which are not recorded either side of the border. Such trade flows are prevalent among low-income countries. This issue of “hidden trade” has been known through qualitative and case studies for a long time (Igue & Soule 1992, Titeca & Celestin 2012, Walther 2015, Bensassi et al. 2017). The next section of this chapter is dedicated to discussing methods used to reveal this trade.

### 4. Quantifying the “hidden” trade

Much of the “hidden” trade, although not recorded in national statistics, is highly visible in real-life. While some traders intentionally avoid customs offices to evade taxes, other traders are crossing borders which were part of historic trading routes before the borders were drawn (Golub 2015). In recent years, there has been a shift in perspectives, by some governments and international organisations, from criminalising these activities to acknowledging that some of this informal trade could play a role in reducing poverty and food insecurity (Afrika & Ajumbo 2012, Koroma et al. 2017).

As part of this shift, there has been increasing effort by governments to collect data on these informal trade activities. In the perspective of a government, understanding the level of informal trade is not only for the purposes of law enforcement and tax revenue collection, but also...
for basic accounting purposes. For countries with porous borders, relying on official trade statistics will skew the actual trade balance. For example, Uganda has found that their trade balance figures from Bank of Uganda (BoU) were USD 500 million higher than those recorded by the Ugandan Bureau of Statistics (UBOS) on the expenditure side of the National Accounts. They later were able to reconcile the gap, explained partly by informal cross-border trade (UBOS 2006).

Data collection efforts by governments are varied. In the case of sub-Saharan Africa, to our knowledge, Uganda has implemented the longest-standing systematic survey on informal cross-border trade. The pilot took place in 2004, and the full survey has been implemented every month since then. Its neighbouring country, Kenya, has also implemented a similar data collection exercise, but only for one month in 2011 and 2012 (KNBS 2012). We show the border crossings which have been monitored through these efforts in Uganda and in Kenya in Panel A of Figure 5.2. Rwanda also has been monitoring informal trade at all its border crossings since 2012 (NISR 2014). In West Africa, Nigeria has conducted a similar survey in 2013 and 2014 (CBN 2016), and Benin in 2010 and 2011 (INSAE 2011). Although the data collection in Benin was only implemented for one month in 2010 and 2011, the survey covered
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Image Caption: Figure 5.2 ICBT survey points monitored by governments of Nigeria and Benin.

Notes: Panel A are the border crossing points monitored by the governments of Kenya and Uganda. Panel B are the border crossing points monitored by the governments of Benin and Nigeria. Panel C are the border crossing points monitored by Jibao et al. (2017), requested by the government of Sierra Leone. Panel B are the border crossing points monitored by the government of Namibia. Authors approximated the GPS coordinates by gathering information about the locations of the border crossings reported in UBOS (2006), KNBS (2012), CBN (2016), Jibao et al. (2017) and EAN (2016). Coordinates for the border crossings in Benin are obtained in Bensassi et al. (2018).
more than 150 border crossings, with many being in remote border crossings. Panel B of Figure 5.2 shows the density of crossings which were monitored along Benin’s borders. Responding to the request from the Head of the Trade Promotion Authority, Jibao et al. (2017) monitored 12 informal border crossings and seven official border crossings in Sierra Leone (Panel C of Figure 5.2). In Southern Africa, Namibia monitored informal trade at six of its border crossings from 2014 to 2016 (Panel D of Figure 5.2) (EAN 2016). Mozambique and Malawi have also implemented similar surveys (IMF 2020). In addition, there have been systematic data collection efforts by non-governmental organisations. Famine Early Warning Systems Network (FEWS NET) collect monthly data on informal cross-border trade of main staples at various border crossings across the African continent to monitor food security. Regional Agricultural Trade Intelligence Network (RATIN) also records informal cross-border trade of key agricultural goods along the borders between East African countries. While the availability of these datasets are a stepping stone to understanding ICBT, data collection efforts of governments and agencies could be shaped by various political and economic agendas, many of which are not known to researchers. As a result, researchers should be aware that depending solely on them may provide a skewed picture of the composition of goods and the extent of cross-border trade globally.

The governmental surveys have mainly been guided by the methodology documented by Ackello-Ogutu (1996). It details the methodology which the researchers followed when estimating informal trade at the borders between Kenya and Uganda, and those between Tanzania, Malawi, and Mozambique and their neighbours. This methodology consists of a two-stage process. The first stage is to obtain a list of commonly-used border crossing points, which are usually close to border towns and customs points (Ackello-Ogutu 1996). By consulting with different actors and visiting border posts, the research team eliminates border posts which do not fit a set of predefined criteria, such as prevalence of trade activities and security. In the second stage, the research team decides how frequently they will monitor the border crossing points. For example, due to resource constraints, the research team from the Ugandan government enumerates only two weeks each month. An up-rating computation can then be conducted to obtain a monthly statistic. This method of up-rating accounts for seasonality across months and days of the week. During enumeration weeks, enumerators are stationed at various points of established informal border crossings to enumerate products as traders pass by.

While this method of direct observation is cost effective, there are several factors which could lead to an underestimation of informal cross-border trade. First, direct observation places importance on the experience and attentiveness of enumerators. Enumerators could miss products travelling across borders. This is particularly the case in border crossings where the flow of goods is high and goods are varied. It is also difficult to enumerate goods which are transported in trucks and cars. Second, traders could change their behaviour when the enumerators are present. Traders might be wary of the enumerators, especially if they are known to be from the government. This could, however, be less of a concern with repeated data collection efforts as traders start to recognise that enumerators are not there to arrest them. Third, due to security concerns, enumeration only takes place during daylight. This means the quantity of goods moved at night is unknown and may be significant. Lastly, while it may be true that most informal cross-border trade activities occur in established border crossings, there still exists smuggling outside these established crossings.

One way to verify the degree of mismeasurement in these estimations is to compare data collected in the same border crossing monitored by separate governments. For example, there are overlaps in the Kenyan and Uganda data collection in the southern part of the border (Panel A in Figure 5.2). Regardless of the degree of underestimation, these surveys have shown that
this type of informal crossborder trade is large in magnitude, in comparison with official trade recorded at the customs. For example, Bensassi et al. (2018), using the data collected by the Benin’s National Institute of Statistics (INSAE), estimated that the size of informal exports from Benin to Nigeria is five times the size of formal exports. In a smaller magnitude but still substantial, BoU and UBOS estimated that informal exports from Uganda to its neighbours valued USD 538 million in 2018, which was 38% of formal exports to its neighbours (UBOS 2019).

Having gauged the size of informal trade through these surveys, research questions on causes and consequences of informal “hidden” trade at a macro-level can be investigated. There has been a particular focus on the relationships between trade policies and smuggling. For example, Bensassi et al. (2017) observed that there are few overlaps between formal and informal trade of goods between Benin and its neighbours, and found that import bans and tariffs have a positive and significant impact on the volume of goods traded informally. Eberhard-Ruiz and Moradi (2019) and Siu (n.d.) make use of the ICBT survey dataset collected by UBOS and BoU to estimate the impact of trade policies on informal trade flows between Uganda and its neighbours. Using data collected by FEWS NET, Burke and Myers (2014) used informal trade volumes among Southern African countries in their price model and found that, in general, for trade routes with high levels of informal trade and limited government oversight, there is rapid price transmission – a way of measuring how the prices in one market affect another market. They found this result to be different when governments are heavily involved in the import of grain (Myers & Jayne 2012), suggesting that government regulations are not impacting informal trade the same way it is impacting formal trade. Also analysing prices of staples, Porteous (2017) attributes the lack of effect of maize export bans on price differences between markets in East and Southern Africa to imperfect enforcement and the prevalence of informal trade.

5. Quantifying behaviours

In recent years, scholars have started to move from relying on macro-level data to collecting micro-level data on different actors involved with informal trade to understand motivations and incentives better. There have been a number of quantitative studies which make use of original surveys to document the profiles of traders. As expected, these surveys are usually conducted at border points where informal trade is known to be prevalent, for example along the border crossing points between DRC, Rwanda, Burundi and Uganda (Brenton et al. 2011, Titeca & Celestin 2012, Croke et al. 2020), important land borders in Sierra Leone (Jibao et al. 2017, Van den Boogaard et al. 2018), main border crossing points into Botswana (Ama et al. 2013), as well as border towns between Uganda and Kenya (Tyson 2015, Siu n.d., Wiseman 2020). There are other considerations as well. Tyson (2015) made her selection based on its prevalence of smuggling, whether a relevant policy intervention has been implemented, its population density and safety concerns. While these criteria allow research to take place ethically, safely and cost effectively, these criteria can also lead to research bias where too many scholars focus on a specific location. Apart from conflict borders, there could be other border points where informal traders operate but in a less clustered manner. These traders will not be captured by surveys which focus on areas where informal trade activities are most well known.

Designing the sampling strategy is challenging in the context of smuggling. In order to ensure their sample is representative of the population, scholars pay great attention to the sampling strategy. Generally, the most practical way for a scholar to define the sampling frame is to access a list of firms/people of interest. For instance, Sequeira and Djankov (2014) and Sequeira (2016) obtained a list of all official clearing agents in Mozambique and South Africa,
and randomly drew clearing agents to track. This, however, often is not available when surveying informal traders. Some scholars draw a random sample participants without a predefined list. For example, Titeca and Celestine (2012) conducted interviews with “every fifth trader to arrive” in all the four sites they had selected around the Great Lakes Region, and Jibao et al. (2017) chose every twentieth trader who crossed the border. This method is difficult to implement systematically on the ground, and the choice of respondents could be influenced by the enumerator’s ways of working.

In the absence of a readily available list of the population to draw from randomly, some scholars seek to create their own list. Siu (n.d.) and Wiseman (2020) defined the sampling frame geographically, which involved listing traders within a predefined distance away from the official border post. Brenton et al. (2011) implemented a two-step process in their sampling strategy. They firstly listed small-scale crossborder traders who were passing through selected border crossings within a one-week period. They were informed of which markets these traders operate in. The enumeration team then went to these markets and selected the traders to survey.

Scholars collecting representative samples of informal traders have so far focused on those who trade in small volumes (e.g., Brenton et al. 2011, Titeca & Celestine 2012 and Wiseman 2020). This particular focus could lead to research bias. For example, using their survey data, Titeca and Celestine (2012) found that small-scale informal cross-border trade in the Great Lakes region is dominated by women. While this provided an important insight, this gender ratio may not be the same when examining larger-scale informal traders.

Designing a sampling strategy such that the sample of respondents represents the population of interest is not always applicable, such as when studying networks among individuals or firms. Walther (2015) provides an approach to analyse social networks between cross-border traders. Using existing trade data, he first identifies the products important for his analysis of cross-border trade operating in the border markets located between Niger, Nigeria and Benin. He then identifies the key actors involved in trading these products. As he explains, the next steps in deciding whom to interview is fundamentally different from the sampling strategy described above.

In contrast to traditional surveys that consider social actors as independent units that can be added until they constitute a representative sample of the population, our data refer to non-independent observations. Sampling a population would not work in our case because we don’t know how the social actors are intertwined with each other before we start our analysis and, by randomly selecting some of them, we would miss a large number of relevant connections. In order to address this issue, we used snowballing techniques. Snowball sampling is particularly adapted to the study of cross-border traders, who don’t belong to a formal professional institution in which insiders could easily be distinguished from outsiders, and whose number and activities are extremely difficult to evaluate from the investigator’s perspective.

This approach has been applied to different settings and questions, such as understanding the role of gender in rice trade networks (Walther et al. 2019) and livestock trade networks in West Africa (Valerio et al. 2020). Beyond deciding whom to interview, collecting quantitative data on illegal activities are challenging. It is hard to distinguish “true” information from “cheap” talk (Fisman 2009), in particular regarding bribes payment associated with informal trade. While it is impossible to know for certain, there are ways to improve the quality of the responses and to check the extent of over/under-reporting.

A starting point is to use local terms in the questionnaire, making use of the fact that “legitimacy” is not objective and fixed (Titeca & Flynn 2014, Van den Boogaard et al. 2018). In Siu (n.d.), the questionnaire asked which border crossing s/he crossed by naming the border
crossings, instead of imposing labels such as “informal” and “official” routes. Researchers should also be conscious about who is asking the questions and how that would affect the responses. For example, an interviewer who is also a trader working in the area might be able to gain consent from more traders to participate in the interview, but the respondents could also be dishonest when speaking to someone they know. The responses could then suffer from social desirability bias. Alternatively, traders could be suspicious of an interviewer who is not from the area, and may not agree to be interviewed.

There are also innovative methods to verify how the data collection process has altered the responses. Some traders might choose not to answer questions related to bribe payments. Bensassi and Jarreau (2019) check whether these traders have characteristics that differentiate them from other surveyed traders using econometric analysis. In Sequeira (2016), they are concerned about the reliability of the bribe data self-reported by clearing agents. To address this, they randomly selected clearing agents to be monitored by observers with experience in the shipping industry. This reduces suspicion from the clients. They found that reports of bribes are lower for clearing agents who have been monitored. However, this under-reporting is less so for cases when both the clearing agent and the client gain from the corruption activity; i.e., when tariff rates are higher.

Mixed methods also allow triangulation of information gathered using quantitative and qualitative methods. In Van den Boogaard et al. (2018), the researchers gathered information by using a quantitative survey and using qualitative methods. They highlighted that the coherence in their qualitative and quantitative data has provided them confidence that the responses which they obtained are credible.

There are other methods used in quantitative studies of other topics which could be applied in the context of smuggling. Blattman et al. (2016) proposes to verify responses to sensitive questions, such as those on crime, in quantitative surveys by randomly selecting a subset of those who were interviewed to be followed up by a qualitative researcher. The qualitative researcher then work to build a relationship with these selected respondents and elicit responses of the same questions. There are also other methods which might be more feasible if scholars are time-constrained in their data collection period. This includes the use of list experiments where respondents are randomly provided with a list of statements: one set has a sensitive statement and the other does not (McKenzie & Siegel 2013). They then verify survey responses using administrative data (Deming 2011).

Quantitative surveys are not only a tool to collect information about the characteristics of traders and other actors, but also are used to answer questions, such as, “What changes the behaviour of actors?” and “How do the behaviour of actors change over time?”. One method to answer these questions is for scholars to design and evaluate a programme which may affect traders’ behaviour over time. Croke et al. (2020) test whether a training programme targeted at small-scale informal cross-border traders reduces bribery payments by using a randomised control trial (RCT). Within their sample of 628 cross-border traders, they randomly selected half to participate in a training workshop. With this method, they were able to compare the outcomes of those who participated in the workshop and those who did not. While this methodology is common in quantitative studies, applying it to smuggling-related research can be particularly challenging. One challenge is to trace the participants, as the authors admit that some traders provided false names at baseline. Two years after their baseline, out of their original sample of 628 cross-border traders, they were only able to track 84% of the sample.

Other studies examine changes in the behaviour of actors by combining both macro and micro-level data. Sequeira (2016) examines what happens to tariff evasion (measured by the trade gap) and the amount of bribes paid (measured using firm-level data) as a result of a policy
aiming at reducing tariffs for certain imports into Mozambique. Some products have changed tariffs, while others have not. This variation allows the author to compare outcomes of these two groups. Similarly, Siu (n.d.) first uses macro-level formal and informal trade flow data to understand whether a border facility has reduced informality, and then she gathers trade-level data to understand who chooses to cross the border informally. Chalendard et al. (2020) uses both administrative and survey data to examine how customs officers’ behaviour changed as a result of being provided third-party information on import values. After using administrative data to understand changes in inspection actions change, as described in Section 3, they investigate whether better information provided by the in-house team improved customs performance using a RCT. By using both methods, they are able to understand how information affects customs performance in a more nuanced manner.

6. Future research agenda

This chapter provides a dissection of the general term “smuggling” for quantitative analysis. Equation 5.2 describes the value of total bilateral trade for a specific product.

\[
\text{Total Trade} = \text{Reported Trade} + \text{Missing Trade} + \text{Hidden Trade}
\]

For too long, Missing Trade has been ignored and Hidden Trade has been considered negligible. The assumptions on which this relies are wrong. By using creative methods, scholars have revealed that missing trade can be important even for trade between developed countries (Stoyanov 2012). Recently, with governments and international organisations shifting their perspectives away from thinking about informal trade as a purely criminal activity, scholars have made inroads into quantifying “hidden” trade. As captured by previous qualitative studies, this type of smuggling is found to be a fundamental component of trade among developing nations (Bensassi et al. 2018). These studies show that the size and characteristics of hidden trade vary across country pairs on the basis of trade barriers, currency movements and the state capacity of the countries concerned.

True, missing trade and hidden trade are inherently difficult to measure. As we have seen in the past, however, this endeavour is worth pursuing. Working with a largely theoretical economics literature on smuggling, Bhagwati (1964) took up the huge empirical challenge of quantifying smuggling with basic trade statistics readily available. His method of mirror statistics has paved the way for the next generation of scholars. By applying Bhagwati’s (1964) method into econometric analysis, scholars have made great strides in quantifying the extent to which trade and tax policies, as well as institutional factors such as corruption, affect smuggling. Efforts in collecting data on hidden trade have provided governments with a more accurate view of their country’s trade balance. Scholars collecting micro-data on different actors have provided important insights into the mechanisms behind smuggling and the incentives of different actors. Scholars have also begun to quantify the extent to which behaviours adapt when faced with operational and environmental changes.

Despite recent headway, quantitative studies on smuggling remain relatively thin, with many questions still unanswered and challenges left untackled. First, precision in detecting missing trade can be improved by designing new quantitative methods beyond the use of mirror statistics. There are fresh opportunities to use transactional data at the customs level, as more customs offices work towards digitalising and automating their operations. Some governments have even been working towards linking previously siloed administrative datasets, such as transactions data at customs and income taxpayer data, for research purposes. To improve
knowledge about hidden trade, we call on governments of nations where there is a high prevalence of informal trade (revealed through qualitative evidence) to follow the example of Uganda and systematically estimate informal trade at land borders. By publishing these estimates, scholars can then make use of these resources to generate better knowledge of the interdependence between informal and formal trade, and to quantify the extent to which these activities can contribute to or hinder economic development goals.

At a micro-level, more attention is needed to understand how survey respondents answer questions related to smuggling. Scholars can adopt methods designed for other research areas, as we have highlighted in this Chapter. More pertinently, scholars should complement qualitative approaches with quantitative methods. Triangulation of different data sources, across disciplines, will not only reduce the likelihood of inaccurate conclusions based on biased data, but will also provide a more holistic picture of the research question at hand. This direction could overcome some of the existing challenges in understanding actors involved in smuggling activities over time, the true incentives behind their decision-making, and their real responses when faced with new barriers and opportunities.

Future studies should venture beyond the current focus of existing quantitative studies. We should acknowledge that scholars have only begun the journey of estimating “hidden” trade. We still know little about the prominence and size of trade activities in remote areas, far away from key border towns where most studies have been situated. Night trade activities, due to safety concerns, are also less quantified. With the focus on smuggling of legal goods, methods to quantify smuggling of illicit goods remain elusive. Yet with the help of technology and new ways of data collection, such as collection of user data by the mobile phone app Sauti (which is targeted towards supporting cross-border traders), some of these barriers could be overcome in the future. There should be a shift away from focusing on small-scale traders to understand how and why traders of different sizes enter, thrive, survive, and exit the profession. There should also be a better spread of studies in different countries and continents, from countries in Africa, where most research on informal cross-border trade takes place, to Asia and South America. A more diverse body of studies will enable researchers to verify the extent to which these methods are applicable in different contexts. By further refining and expanding the toolbox of methods to quantifying smuggling, we then can understand better the extent to which informal trade is operated and incentivised differently across cultures, climates and institutions. A collective effort to reduce research bias will be a promising way forward to produce richer and more relevant research which would not provide benefits only to a selected convenient few.

Notes

1 Azam (2007) and Golub (2015) provide a good summary.
2 Notice that this formulation has to be modified to take into account of the case where only one of country has reported a trade flow and is similar to calculation of the trade gap as a share of the import value of the good: \[ \text{gapvalue} = \frac{\text{Export} - \text{Import}}{\text{Import}}. \]
3 For example, the leading digit of 187 is 1.
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