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3.1 Introduction

Materials at the nanoscale have been the subject of intensive study owing to their unusual electrical, magnetic, and optical properties [1–9]. The combination of new synthesis techniques offers unprecedented opportunities to tailor systems without resort to changing their chemical makeup. In particular, the physical properties of the material can be modified by confinement. If we confine a material in three, two, or one dimensions, we create a nanocrystal, a nanowire, or a nanofilm, respectively. Such confined systems often possess dramatically different properties than their macroscopic counterparts. As an example, consider the optical properties of the semiconductor cadmium selenide. By creating nanocrystals of different sizes, typically ~5 nm in diameter, the entire optical spectrum can be spanned. Likewise, silicon can be changed from an optically inactive material at the macroscopic scale to an optically active nanocrystal.

The physical confinement of a material changes its properties when the confinement length is comparable to the quantum length scale. This can easily be seen by considering the uncertainty principle. At best, the uncertainty of a particle’s momentum, Δp, and its position, Δx, must be such that ΔpΔx ≥ h, where h is Planck’s constant divided by 2π. For a particle in a box of length scale, Δx, the kinetic energy of the particle will scale as ~1/Δx² and rapidly increase for small values of Δx. If the electron confinement energy becomes comparable to the total energy of the electron, then its physical properties will clearly change, i.e., once the confining dimension approaches the delocalization length of an electron in a solid, “quantum confinement” occurs.

We can restate this notion in a similar context by estimating a confinement length, which can vary from solid to solid, and by considering the wave properties of the electron. For example, the de Broglie wavelength of an electron is given by λ = h/p. If λ is in the order of Δx, then we expect confinement and quantum effects to be important. Of course, this is essentially the same criterion from the uncertainty principle as λ = Δx would give ΔpΔx ∼ h with p ∼ Δp. For a simple metal, we can estimate the momentum from a free electron gas: p = ℏk. k is the wave vector such that the Fermi energy, E_F = ℏ²k²/2m. This yields k_F for a typical simple metal such as Na is ~10¹⁹ m⁻¹. This would give a value of λ = h/p = 2π/k_F or roughly ~1 nm. We would expect quantum confinement to occur on a length scale of a nanometer for this example.

To observe the role of quantum confinement in real materials, we need to be able to construct materials routinely on the nanometer scale. This is the case for many materials. Nanocrystals of many materials can be made, although sometimes it is difficult to determine whether crystallinity is preserved. Such nanostructures provide a unique opportunity to study the properties at nanometer scales and to reveal the underlying physics occurring at reduced dimensionality. From a practical point of view, nanostructures are promising building blocks in nanotechnologies, e.g., the smallest nominal length scale in a modern CPU chip is in the order of 100 nm or less. At length scales less than this, the “band structure” of a material may no longer appear to be quasi-continuous. Rather the electronic energy levels may be described by discrete quantum energy levels, which change with the size of the system.

An understanding of the physics of confinement is necessary to provide the fundamental science for the development of nano optical, magnetic, and electronic device applications. This understanding can best be obtained by utilizing ab initio
3.2 The Quantum Problem

The spatial and energetic distributions of electrons with the quantum theory of materials can be described by a solution of the Kohn–Sham eigenvalue equation [13], which can be justified using density functional theory [13,14]:

\[
\left[ -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\vec{r}) + V_{\text{H}}(\vec{r}) + V_{\text{xc}}(\vec{r}) \right] \Psi_n(\vec{r}) = E_n \Psi_n(\vec{r}) \quad (3.1)
\]

where \( m \) is the electron mass. The eigenvalues correspond to energy levels, \( E_n \), and the eigenfunctions or wave functions are given by \( \Psi_n \); a solution of the Kohn–Sham equation gives the energetic and spatial distribution of the electrons. The external potential, \( V_{\text{ext}} \), is a potential that does not depend on the electronic solution. The external potential can be taken as a linear superposition of atomic potentials corresponding to the Coulomb potential produced by the nuclear charge. In the case of an isolated hydrogen atom, \( V_{\text{ext}} = -e^2/r \). The potential arising from the electron–electron interactions can be divided into two parts. One part represents the “classical” electrostatic terms and is called the “Hartree” or “Coulomb” potential:

\[
\nabla^2 V_H(\vec{r}) = -4\pi e \rho(\vec{r}) \quad (3.2)
\]

where \( \rho \) is the electron charge density; it is obtained by summing up the square of the occupied eigenfunctions and gives the probability of finding an electron at the point \( \vec{r} \):

\[
\rho(\vec{r}) = e \sum_{n, \text{occup}} \left| \Psi_n(\vec{r}) \right|^2 \quad (3.3)
\]

The second part of the screening potential, the “exchange-correlation” part of the potential, \( V_{\text{xc}} \), is quantum mechanical in nature and effectively contains the physics of the Pauli exclusion principle. A common approximation for this part of the potential arises from the local density approximation, i.e.,

the potential depends only on the charge density at the point of interest, \( V_{\text{xc}}(\rho) = V_{\text{xc}}[\rho(\vec{r})] \).

In principle, the density functional theory is exact, provided one is given an exact functional for \( V_{\text{xc}} \). This is an outstanding research problem. It is commonly assumed that the functional extracted for a homogeneous electron gas [15] is “universal” and can be approximated by a density functional for a nanostructure of interest. (Charge densities are easy to obtain for an atom. Under the assumption of a spherically symmetric atom, the Kohn–Sham equation becomes one dimensional and can be solved by doing a radial integration.)

The atomic densities are used to solve a Poisson equation for the Hartree potential, and a density functional is used to obtain the exchange-correlation potential. A screening potential composed of the Hartree and exchange-correlation potentials is then added to the fixed external potential, after which the Kohn–Sham equation is solved. The resulting wave functions from this solution are then employed to construct a new potential and the cycle is repeated. In practice, the “output” and “input” potentials are mixed using a scheme that accounts for the history of the previous iterations [16,17].

This procedure is difficult because the eigenvalues can span a large range of energies and the corresponding eigenfunctions span disparate length scales. Consider a heavy element such as Pb. Electrons in the 1s state of Pb possess relativistic energies and are strongly localized around the nucleus. In contrast, the Pb 6s electrons are loosely bound and delocalized. Attempting to describe the energies and wave functions for these states is not trivial and cannot easily be accomplished using simple basis functions such as plane waves. Moreover, the tightly bound core electrons in atoms are not chemically active and can be removed from the Kohn–Sham equation without significant loss of accuracy by using the pseudopotential model of materials.
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3.2 Constructing Pseudopotentials from Density Functional Theory

The pseudopotential model is quite general and reflects the physical content of the periodic table. In Figure 3.2, the pseudopotential model is illustrated for a crystal. In the pseudopotential model of a material, the electron states are decomposed into core states and valence states, e.g., in silicon the $1s^22s^22p^6$ states represent the core states, and the $3s^23p^2$ states represent the valence states. The pseudopotential represents the potential arising from a combination of core states and the nuclear charge: the so-called ion-core pseudopotential. The ion-core pseudopotential is assumed to be completely transferable from the atom to a cluster or to a nanostructure.

By replacing the external potential in the Kohn–Sham equation with an ion-core pseudopotential, we can avoid considering the core states altogether. The solution of the Kohn–Sham equation using pseudopotentials will yield only the valence states. The energy and length scales are then set by the valence states; it becomes no more difficult to solve for the electronic states of a heavy element such as Pb when compared to a light element such as C.

3.2.1 Constructing Pseudopotentials from Density Functional Theory

Here we will focus on recipes for creating ion-core pseudopotentials within the density functional theory, although pseudopotentials can also be constructed from experimental data [18]. The construction of ion-core pseudopotentials has become an active area of electronic structure theory. Methods for constructing such potentials have centered on ab initio or “first-principles” pseudopotentials; i.e., the informational content on which the pseudopotential is based does not involve any experimental input.

The first step in the construction process is to consider an electronic structure calculation for a free atom. For example, in the case of a silicon atom the Kohn–Sham equation [13] can be solved for the eigenvalues and wave functions. Knowing the valence wave functions, i.e., $3s^2$ and $3p^2$, states and corresponding eigenvalues, the pseudo wave functions can be constructed. Solving the Kohn–Sham problem for an atom is an easy numerical calculation as the atomic densities are assumed to possess spherical symmetry and the problem reduces to a one-dimensional radial integration. Once we know the solution for an “all-electron” potential, we can invert the Kohn–Sham equation and find the total pseudopotential. We can “unscreen” the total potential and extract the ion-core pseudopotential. This ion-core potential, which arises from tightly bound core electrons and the nuclear charge, is not expected to change from one environment to another. The issue of this “transferability” is one that must be addressed according to the system of interest. The immediate issue is how to define pseudo-wave functions that can be used to define the corresponding pseudopotential.

Suppose we insist that the pseudowave function be identical to the all-electron wave function outside of the core region. For example, let us consider the $3s$ state for a silicon atom. We want the pseudo-wave function to be identical to the all-electron state outside the core region:

$$
\phi_r^s(r) = \psi_{3s}(r) \quad r > r_c
$$

where $\phi_r^s$ is a pseudo-wave function for the $3s$ state

$r_c$ defines the core size

This assignment will guarantee that the pseudo-wave function will possess properties identical to the all-electron wave function, $\psi_{3s}$, in the region away from the ion core.

For $r < r_c$, we alter the all-electron wave function. We are free to do this as we do not expect the valence wave function within the core region to alter the chemical properties of the system. We choose to make the pseudo-wave function smooth and nodeless in the core region. This initiative will provide rapid convergence with simple basis functions. One other criterion is mandated. Namely, the integral of the pseudocharge density within the core should be equal to the integral of the all-electron charge density. Without this condition, the pseudo-wave function differs by a scaling factor from the all-electron wave function. Pseudopotentials constructed with this constraint are called “norm conserving” [19]. Since we expect the bonding in a solid to be highly dependent on the tails of the valence wave functions, it is imperative that the normalized pseudo-wave function be identical to the all-electron wave functions.

There are many ways of constructing “norm-conserving” pseudopotentials as within the core the pseudo-wave function is not unique. One of the most straightforward construction procedures is from Kerker [20] and was later extended by Troullier and Martins [21].

$$
\phi_r^s(r) = \begin{cases} 
\psi_r(r) & r \leq r_c \\
\exp(p(r)) & r > r_c
\end{cases}
$$
\( p(r) \) is taken to be a polynomial of the form

\[
p(r) = c_0 + \sum_{n=1}^\infty c_{2n} r^{2n} \tag{3.6}
\]

This form assures us that the pseudo-wave function is nodeless and by taking even powers there is no cusp associated with the pseudo-wave function. The parameters, \( c_{2n} \), are fixed by the following criteria: (a) The all-electron and pseudo-wave functions have the same valence eigenvalue. (b) The pseudo-wave function is nodeless and be identical to the all-electron wave function for \( r > r_c \). (c) The pseudo-wave function must be continuous as well as the first four derivatives at \( r_c \). (d) The pseudopotential has zero curvature at the origin. This construction is easy to implement and extend to include other constraints. An example of an atomic pseudo-wave function for Si is given in Figure 3.3 where it is compared to an all-electron wave function. Unlike the 3s all-electron wave function, the pseudo-wave function is nodeless. The pseudo-wave function is much easier to express as a Fourier transform or a combination of Gaussian orbitals than the all-electron wave function.

Once the pseudo-wave function is constructed, the Kohn–Sham equation can be inverted to arrive at the ion-core pseudopotential

\[
V_{\text{ion}}^p(r) = \frac{\hbar^2}{2m} \nabla^2 \phi^p_l - E_{n,i} - V_{nl}(r) - \frac{\partial}{\partial r} \left[ p(r) \right] \tag{3.7}
\]

The ion-core pseudopotential is well behaved as \( \phi^p_l \) has no nodes; however, the resulting ion-core pseudopotential is both state dependent and energy dependent. The energy dependence is usually weak. For example, the 4s state in silicon computed by the pseudopotential constructed from the 3s state is usually accurate.

Physically this happens because the 4s state is extended and experiences the potential in a region where the ion-core potential has assumed a simple \(-Z_e e^2/r\) behavior where \( Z_e \) is the number of valence electrons. However, the state dependence through \( l \) is an issue, the difference between a potential generated via a 3s state and a 3p can be an issue. In particular, for first-row elements such as C or O, the nonlocality is quite large as there are no \( p \) states within the core region. For the first-row transition elements such as Fe or Cu, this is also an issue as again there are no \( d \) states within the core. This state dependence complicates the use of pseudopotentials. The state dependence or the nonlocal character of the ion-core pseudopotential for an atom can be expressed as

\[
V_{\text{ion}}^p(r) = \sum_{j=0}^\infty \mathcal{P}_j V_{\text{ion}}^p(r) \mathcal{P}_j + \mathcal{P}_1 V_{\text{ion}}^p(r) \mathcal{P}_1 + \mathcal{P}_2 V_{\text{ion}}^p(r) \mathcal{P}_2 + \cdots \tag{3.8}
\]

\( \mathcal{P}_j \) is an operator that projects out the \( j \)-th component. The ion-core pseudopotential is often termed “semi-local” as the potential is radial local, but possesses an angular dependence that is not local.

An additional advantage of the norm-conserving potential concerns the logarithmic derivative of the pseudo-wave function [22]. An identity exists:

\[
-2\pi \left( r \phi^p_l \right) \frac{d^2 \ln \phi}{dE dr} \bigg|_R = 4\pi \int_0^R \phi^p_l r^2 dr = Q(R) \tag{3.9}
\]

The energy derivative of the logarithmic derivative of the pseudo-wave function is fixed by the amount of charge within a radius, \( R \). The radial derivative of the wave function, \( \phi^p_l \), is related to the scattering phase shift from elementary quantum mechanics. For a norm-conserving pseudopotential, the scattering phase shift at \( R = r_c \) and at the eigenvalue of interest is identical to the all-electron case as \( Q_{\text{all-electron}}(r) = Q_{\text{pseudo}}(r) \). The scattering properties of the pseudopotential and the all-electron potential have the same energy variation to first order when transferred to other systems.

There is some flexibility in constructing pseudopotentials; the pseudo-wave functions are not unique. This aspect of the pseudo-wave function was recognized early in its inception, i.e., there are a variety of ways to construct the wave functions in the core. The non-uniqueness of the pseudo-wave function and the pseudopotential can be exploited to optimize the convergence of the pseudopotentials for the basis of interest. Much effort has been made to construct “soft” pseudopotentials. By “soft,” one means a “rapidly” convergent calculation using plane waves as a basis. Typically, soft potentials are characterized by a “large” core size, i.e., a larger value for \( r_c \). However, as the core becomes larger, the “goodness” of the pseudo-wave function can be compromised as the transferability of the pseudopotential becomes more limited.

A schematic illustration of the difference between an “all-electron” potential and a pseudopotential is given in Figure 3.4.

**FIGURE 3.3** An all-electron and a pseudo-wave function for the silicon 3s radial wave function.
3.2.2 Algorithms for Solving the Kohn–Sham Equation

The Kohn–Sham equation as cast in Equation 3.1 can be solved using a variety of techniques. Often the wave functions can be expanded in a basis such as plane waves or Gaussians and the resulting secular equations can be solved using standard diagonalization packages such as those found in the widely used code: vasp [23]. vasp is a particularly robust code, with a wide following, but it was not constructed with a parallel computing environment in mind.

Here we focus on a different approach that is particularly targeted at highly parallel computing platforms. We solve the Kohn–Sham equation without resort to an explicit basis [24–32]. We solve for the wave functions on a uniform grid as indicated in Figure 3.5.

Within a “real space” approach, one can solve the eigenvalue problem using a finite element or finite difference approach [24–32]. We use a higher order finite difference approach owing to its simplicity in implementation. The Laplacian operator can be expressed using

\[
\left( \frac{\partial^2 \psi}{\partial x^2} \right)_{x_0} = \sum_{n=-N}^{N} A_n \psi(x_0 + nh, y, z),
\]

where

- \( h \) is the grid spacing
- \( N \) is the number of nearest grid points
- \( A_n \) are the coefficients for evaluating the required derivatives [36]

The error scales as \( O(h^{2N_c}) \). Typically, \( N \approx 6 – 8 \) is used and there is a trade off between using a higher value for \( N \) and a coarser grid, or a smaller value for \( N \) and a finer grid. Because pseudopotentials are used in this implementation, the wave function structure is “smooth” and a higher finite difference expression for the kinetic energy converges quickly for a fine grid.

In real space, we can easily incorporate the nonlocal nature of the ion-core pseudopotential [24]. The Kleinman–Bylander form [37] can be expressed in real space as

\[
\Delta V_{\text{KB}}(x, y, z) = \sum_{\text{atom}} G_{\text{atom}}(x, y, z) \Delta V_{\text{atom}}(x, y, z)
\]

where \( G_{\text{atom}} \) are the reference atomic pseudo-wave functions. The nonlocal nature of the pseudopotential is apparent from the definition of \( G_{\text{atom}} \); the value of these coefficients are dependent on the pseudo-wave function, \( \phi_{\text{atom}} \), acted on by the operator \( \Delta V_{\text{atom}} \). This is very similar in spirit to the pseudopotential defined by Phillips and Kleinman [38].

Once the secular equation is created, the eigenvalue problem can be solved using iterative methods [32,39,40]. Typically, a method such as a preconditioned Davidson method can be used [32]. This is a robust and efficient method, which never requires one to store explicitly the Hamiltonian matrix.
Recent work avoids an explicit diagonalization and instead improves the wave functions by filtering approximate wave functions using a damped Chebyshev polynomial filtered subspace iteration [32]. In this approach, only the initial iteration necessitates solving an eigenvalue problem, which can be handled by means of any efficient eigensolver. This step is used to provide a good initial subspace (or good initial approximation to the wave functions). Because the subspace dimension is slightly larger than the number of wanted eigenvalues, the method does not utilize as much memory as standard restarted eigensolvers such as ARPACK and TRLan (Thick—Restart, Lanczos) [41,42]. Moreover, the cost of orthogonalization is much reduced as the filtering approach only requires a subspace with dimension slightly larger than the number of occupied states and orthogonalization is performed only once per SCF iteration. In contrast, standard eigensolvers using restart usually require a subspace at least twice as large and the orthogonalization and other costs related to updating the eigenvectors are much higher.

The essential idea of the filtering method is to start with an approximate initial eigenbasis, \{ψ\_\text{\textit{n}}\}, corresponding to occupied states of the initial Hamiltonian, and then to improve adaptively the subspace by polynomial filtering. That is, at a given self-consistent step, a polynomial filter, \(P_{\text{\textit{m}}}()\), of order \textit{m} is constructed for the current Hamiltonian \(\mathcal{H}\). As the eigen-basis is updated, the polynomial will be different at each SCF step since \(\mathcal{H}\) will change. The goal of the filter is to make the subspace spanned by \(\{\psi\_\text{\textit{n}}\} = P_{\text{\textit{m}}}()\mathcal{H}\)\{ψ\_\text{\textit{n}}\} approximate the eigen subspace corresponding to the occupied states of \(\mathcal{H}\). There is no need to make the new subspace, \(\{\psi\_\text{\textit{n}}\}\), approximate the wanted eigen subspace of \(\mathcal{H}\) to high accuracy at intermediate steps. Instead, the filtering is designed so that the new subspace obtained at each self-consistent iteration step will progressively approximate the wanted eigen space of the final Hamiltonian when self-consistency is reached.

This can be efficiently achieved by exploiting the Chebyshev polynomials, \(C_{\text{\textit{m}}}()\), for the polynomials \(P_{\text{\textit{m}}}()\). In principle, any set of polynomials would work where the value of the polynomial is large over the interval of interest and damped elsewhere. Specifically, we wish to exploit the fast growth property of Chebyshev polynomials outside of the \([-1, 1]\) interval. All that is required to obtain a good filter at a given SCF step, is to provide a lower bound and an upper bound of an interval of the spectrum of the current Hamiltonian \(\mathcal{H}\). The lower bound can be readily obtained from the Ritz values computed from the previous step, and the upper bound can be inexpensively obtained by a very small number of (e.g., 4 or 5) Lanczos steps [32]. The main cost of the filtering at each iteration is in performing the products of the polynomial of the Hamiltonian by the basis vectors; this operation can be simplified by utilizing recursion relations. To construct a “damped” Chebyshev polynomial on the interval \([a, b]\) to the interval \([-1, 1]\), one can use an affine mapping such that

\[ l(t) = \frac{t - (a + b)/2}{(b - a)/2} . \] (3.12)

The interval is chosen to encompass the energy interval containing the eigen space to be filtered. The filtering operation can then be expressed as

\[ \{\psi\_\text{\textit{n}}\} = C_{\text{\textit{m}}}(l(\mathcal{H}))\{\psi\_\text{\textit{n}}\} \]. (3.13)

This computation is accomplished by exploiting the convenient three-term recursion property of Chebyshev polynomials:

\[ C_{\text{\textit{m}}}(t) = 1, \quad C_{\text{\textit{m}}+1}(t) = 2tC_{\text{\textit{m}}}(t) - C_{\text{\textit{m}}-1}(t) \] (3.14)

An example of a damped Chebyshev polynomial as defined by Equations 3.12 and 3.14 is given in Figure 3.6 where we have taken the lower bound as \(a = 0.2\) and the upper bound as \(b = 2\). In this schematic example, the filtering would enhance the eigenvalue components in the shaded region.

The filtering procedure for the self-consistent cycle is illustrated in Figure 3.7. Unlike traditional methods, the cycle only requires one explicit diagonalization step. Instead of repeating the diagonalization step within the self-consistent loop, a filtering operation is used to create a new basis in which the desired eigen subspace is enhanced. After the new basis, \(\{\psi\_\text{\textit{n}}\}\), is formed, the basis is orthogonalized. The orthogonalization step scales as the cube of the number of occupied states and as such this method is not an “order-\textit{n}” method. However, the prefactor is sufficiently small that the method is much faster than previous implementations of real space methods [32]. The cycle is repeated until the “input” and “output” density is unchanged within some specified tolerance, e.g., the eigenvalues must not change by \(\sim 0.001\text{eV}\), or the like.

In Table 3.1, we compare the timings using the Chebyshev filtering method along with explicit diagonalization solvers using the TRLan and the ARPACK. These timings are for a modest-sized nanocrystal: \(\text{Si}_{525}\text{H}_{276}\). The Hamiltonian size is \(292,584 \times 292,584\) and 1194 eigenvalues were determined. The numerical runs
were performed on the SGI Altix 3700 cluster at the Minnesota Supercomputing Institute. The CPU type is a 1.3 GHz Intel Madison processor. Although the number of matrix-vector products and SCF iterations is similar, the total time with filtering is over an order of magnitude faster compared to ARPACK and a factor of better than four versus the TRLan. The scaling of the algorithm with the number of processors is shown in Figure 3.8. Such improved timings are not limited to this particular example. Our focus here is on silicon nanocrystals, our method is not limited to semiconducting or insulating systems, we have also used this method to examine metallic systems such as liquid lead [43] and magnetic systems such as iron clusters [8].

3.3 Applications

3.3.1 Silicon Nanocrystals

If we wish to examine the intrinsic properties of nanocrystals, we need to deal with the crystal surface, which at the nanoscale becomes increasingly important. Experimentally, this issue is often handled by passivating the intrinsic surface with surfactants or hydrogenating the surface. We chose to use the latter approach by capping surface dangling bonds with hydrogen atoms [44].

The largest nanocrystal we examined contained over ten thousand atoms: Si9041H1860, which is approximately 7 nm in diameter [32,45]. A ball and stick model of a typical nanocrystal is shown in Figure 3.9.
A solution of the Kohn–Sham equations yields the distribution of eigenvalues. For sufficiently large nanocrystals, one expects the distribution to approach that of crystalline silicon, i.e., the distribution of states should approach that of the crystalline density of states. The range of sizes for these nanocrystals allows us to make comparisons with the bulk crystal. This comparison is made in Figure 3.10. The “density of states” (DOS) for the eigenvalue spectrum for the nanocrystal shares similar structure as in the bulk crystal. For example, the sharp peak at about 4 eV below the top of the valence band arises from an M, critical point along the [110] direction in the bulk [18]. This feature is clearly present in the nanocrystal eigenvalue spectra. The only notable differences between the crystal and the nanocrystal occur because of the presence of the Si–H bonds and the lack of completely evolved bands.

We can also examine the evolution of the ionization potentials (I) and the electron affinities (A) for the nanocrystal.

\[
I = E(N-1) - E(N) \\
A = E(N) - E(N+1)
\]

In principle, these are ground state properties and, if the correct functional were known, these quantities would be accurately predicted by density functional theory. For atoms and molecules, one typically extracts accurate values for I and A, e.g., for the first-row atoms, the error is typically less than \(\sim 5\%\). The difference between the ionization potential and the electron affinity can be associated with the quasi-particle gap: \(E_{qp} = I - A\). If the exciton (electron–hole) interaction is small, this gap can be compared to the optical gap. However, for silicon nanocrystals the exciton energy is believed to be on the order of \(-1\) eV for nanocrystals of less than \(-1\) nm [46].

We can examine the scaling of the ionization potential and affinity by assuming a simple scaling and fitting to the calculated values (shown in Figure 3.11):

\[
I(D) = I_\infty + A/D^\alpha \\
A(D) = A_\infty + B/D^\beta
\]

where \(D\) is the dot diameter. A fit of these quantities results in \(I_\infty = 4.5\) eV, \(A_\infty = 3.9\) eV, \(\alpha = 1.1\) and \(\beta = 1.08\). The fit gives a quasi-particle gap of \(E_{qp}(D \to \infty) = I_\infty - A_\infty = 0.6\) eV in the limit of an infinitely large dot. This value is in good agreement with the gap found for crystalline silicon using the local density approximation [47,48]. The gap is not in good agreement with experiment owing to the failure of the local density approximation to describe band gaps of bulk semiconductors in general.

A key aspect of our study is that we can examine the scaling of the ionization potential and electron affinity for nanocrystals ranging from silane (SiH\(_4\)) to systems containing thousands of atoms. We not only verify the limiting value of the quasi-particle gap, we can ascertain how this limit is reached, i.e., how the ionization potential and electron affinity scale with the size of the dot and what the relationship is between these quantities and the highest occupied and lowest empty energy levels. Since values of \(I\) and \(A\) from LDA are reasonably accurate for atoms and molecules, one can ask how the size of the nanocrystal affects the accuracy of LDA for predicting \(I\) and \(A\). Unfortunately,
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experimental values for the ionization potentials and electron affinities are not known for hydrogenated silicon clusters and nanocrystals, a notable exception being silane (where the electron affinity is negative) \[49\]. However, there is some theoretical evidence that the issue involves errors in the ionization energies as opposed to the electron affinities. In Figure 3.12, we display the ionization potentials and electron affinities from the GW approximation \[49–51\] and compare to calculations using the LDA approximation. Within GW, the electron self-energy is obtained by calculating the lowest order diagram in the dynamically screened Coulomb interaction \[49\]. It is expected that the values for (IP, EA) are more accurately replicated by GW than the LDA work. The LDA and GW values for the EA are nearly identical. However, GW yields slightly larger IP values than LDA. As a function of size, the difference between the IP and GW values is small for the smallest nanocrystals and appears to saturate for the larger ones.

Given the energy as a function of position, we can also examine structural and vibrational properties of nanocrystals. Vibrational properties are easier to describe as they converge more rapidly to the bulk values than do electronic states; however, because they involve small changes in energy with position, the wave functions need to be better converged.

Vibrational modes in nanocrystals can play an important role within the context of the photovoltaic applications. In particular, vibrational properties are directly related to the phonon-assisted optical transitions. This is an important consideration for silicon: in the bulk limit, the lowest optical transitions are indirect and must be phonon assisted. It is expected that the vibrational dynamics in the presence of a free carrier will be different from the case of an intrinsic nanocrystal. Strains induced by a free uncompensated carrier might break the symmetry of the vibrational modes, thereby increasing their participation probability in the optical transitions.

Owing to the localized nature of nanocrystals, it is feasible to predict vibrational modes calculations by the direct force-constant method \[52\]. The dynamical matrix of the system is constructed by displacing all atoms one by one from their equilibrium positions along the Cartesian directions and finding the forces induced on the other atoms of the nanocrystal. We determine the forces using the Hellmann–Feynman theorem in real space \[33\] and employ a symmetrized form of the dynamical matrix expression \[53\]. The elements of the dynamical matrix, \(D_{ij}^{\alpha \beta}\), are given by

\[
D_{ij}^{\alpha \beta} = \frac{1}{2} \left[ \frac{F_i^{\alpha} (|\mathbf{R}| + d_i^\beta) - F_i^{\alpha} (|\mathbf{R}| - d_i^\beta)}{2d_i^\beta} \right]
+ \frac{F_j^\beta (|\mathbf{R}| + d_j^\alpha) - F_j^\beta (|\mathbf{R}| - d_j^\alpha)}{2d_j^\alpha} \right]
\]

where

\(F_i^\alpha\) is the force on atom \(\alpha\) in the direction \(i\)

\(|\mathbf{R}| + d_i^\beta\) is the atomic configuration where only the atom \(\beta\) is displaced along \(j\) from its equilibrium position

The value of displacement was chosen to be 0.015 Å. The equilibrium structure was relaxed so that the maximum residual forces were less than \(10^{-5}\) eV/Å. For this accuracy, the grid spacing \(h\) is reduced to 0.4 a.u. (1 a.u. = 0.529 Å) as compared to a value of about 0.7 a.u., typically used for electronic properties. The Chebyshev filtering algorithm is especially well suited for this procedure as the initial diagonalization need not be repeated when the geometry changes are small.

The vibrational modes frequencies and corresponding eigenvectors can be obtained from the dynamical equation

\[
\sum_{\beta \neq \alpha} \omega^2 \delta_{\alpha \beta} \delta_{\alpha \beta} - \frac{D_{ij}^{\alpha \beta}}{M_{\alpha} M_{\beta}} A_j^{\alpha} = 0
\]

where \(M_{\alpha}\) is the mass of atom labeled by \(\alpha\).

We apply this procedure to a Si nanocrystal: \(\text{Si}_{29}\text{H}_{36}\). The surface of this nanocrystal is passivated by hydrogen atoms in order to electronically passivate the nanocrystal, i.e., remove any dangling bond states from the gap \[54\]. (Si clusters without hydrogen passivation has been examined previously, assuming notable surface reconstructions \[55\].) The choice of the number of silicon atoms is dictated so that the outermost Si atoms are passivated by no more than two hydrogen atoms. Our nanocrystal has a bulk-like geometry with the central atom having the \(T_d\) symmetry. The bonding distance to the four equivalent nearest neighbors is 2.31 Å.

We also consider cation nanocrystals by removing an electron from the system: \((\text{Si}_{29}\text{H}_{36})^+\). A relaxation of this nanocrystal leads to a distortion owing to a Jahn–Teller effect structure, i.e., there is a partial filling of the highest occupied state. This symmetry breaking leads to the central atom of the charged nanocrystal
being bonded to four atoms with different bond lengths. Two bond lengths become slightly shorter (2.30 Å) and two others lengthen (2.35 Å). This distortion propagates throughout the nanocrystal.

Vibrational densities of states of the two nanocrystals are shown in Figure 3.13. The DOS for the nanocrystal can be divided into four distinct regions. (Vibration spectra of various silicon clusters were studied in a number of earlier papers [56,57] using model potential calculations [58]). The lowest energy vibrations involve only the Si atoms. We will assign them to “core modes.” In the core modes all Si atoms are involved, while the passivating hydrogens remain static. The lowest frequency modes in this region (below \( \sim 250 \text{ cm}^{-1} \)) correspond to modes with no bond stretching, i.e., bond bending modes dominate. For modes above \( \sim 250 \text{ cm}^{-1} \) stretching dynamics become more important. In the Si–Si “stretching–bending” part of the spectrum, the important part is the highest peak right below 500 cm\(^{-1}\). The nature of this nanocrystal peak can be ascribed to modes that are characteristic transverse optical (TO) mode of crystalline silicon. The TO mode is extensively discussed in the literature as it is Raman active. The mode is sensitive to the nanocrystal size [59,60]. The next region of the vibration modes, just above 500 cm\(^{-1}\), is related to the surface vibrations of Si and H atoms. The fourth distinct region is located around 1000 cm\(^{-1}\) and is related to the H atoms scissor-bending modes; the Si atoms do not move in this case. The highest energy vibrations, above 2000 cm\(^{-1}\), are the Si–H stretching modes.

The cation nanocrystal, \((\text{Si}_{29}\text{H}_{36})^+\), has a similar vibrational spectrum. However, in the charged system we see that hydrogen actively participates in the vibrations well below 500 cm\(^{-1}\) (Figure 3.14). The peak at 500 cm\(^{-1}\) is red shifted in the case of the charged system, which is associated with a much larger contribution from the surface atoms. The vibrational DOS spectrum of the hydrogen, shown in Figure 3.14, demonstrates that hydrogen atoms vibrate at frequencies all the way down to 400 cm\(^{-1}\). This is rather unusual, and occurs owing to an enhanced charge transfer on the surface associated with the hole charge. As noted in Ref. [55], the distribution of the hole density affects both lattice relaxations and the corresponding vibrational spectra. In order to quantify the location of the hole charge in the \((\text{Si}_{29}\text{H}_{36})^+\) nanocrystal, we calculated the “electron localization function” (ELF) for both neutral and charged structures [61]. Figure 3.15 presents two orientations of the ELF plots. On the left-hand side plots (a) and (c), the neutral nanocrystals is shown; on the right-hand side, plots (b) and (d), the charged nanocrystal is shown. Flat cuts of the ELF at the surface of the charged nanocrystal show where the hole is located.
3.3.1.2 Extrinsic Properties

Doping a small percentage of foreign atoms in bulk semiconductors can profoundly change their electronic properties and makes possible the performance of modern electronic devices [62]. Phosphorus-doped crystalline Si introduces defect energy states close to the conduction band. For such shallow donors, electrons can be easily thermally excited, greatly enhancing the conductivity of the original pure semiconductor by orders of magnitude [63]. Also, doped Si nanowires have been synthesized and it has been demonstrated experimentally that they can be used as interconnects in electronic circuits or building blocks for semiconductor nanodevices [64,65]. Important questions arise as to whether the defect energy levels are shallow or not, e.g., at what length scale will device construction based on macroscopic laws be altered by quantum confinement?

Phosphorus-doped silicon nanocrystals represent the prototypical system for studying impurities in quantum dots. Recent experiments, designed to study this system, have utilized photoluminescence [66,67] and electron spin resonance measurements [68–70]. Electron spin resonance experiments probe the defect energy levels through hyperfine interaction. Hyperfine splitting (HFS) arises from the interaction between the electron spin of the defect level and the spin of the nucleus, which is directly related to the probability of finding a dopant electron localized on the impurity site [71]. A HFS much higher than the bulk value of 42 G has been observed for P-doped Si nanocrystals with radii of 10 nm [68]. A size dependence of the HFS of P atoms was also observed in Si nanocrystals [69,70].

Unfortunately, theoretical studies of shallow impurities in quantum dots are computationally challenging. Owing to the large number of atoms and to the low symmetry of the system involved, most total energy calculations have been limited to studying nanocrystals that are much smaller than the size synthesized in experiment [72–75]. While empirical studies have been performed for impurities in large quantum dots, they often utilize parameters that are ad hoc extrapolations of bulk-like values [76–78].

The same methods used to examine intrinsic silicon can be used for extrinsic silicon [45]. It is fairly routine to examine P-doped Si nanocrystals up to a diameter of 6 nm, which spans the entire range of experimental measurements [70]. The HFS size dependence is a consequence of strong quantum confinement, which also leads to the higher binding energy of the dopant electron. Hence, P is not a shallow donor in Si if the nanocrystals are less than 20 nm in diameter. In addition, we find that there is “critical” nanocrystal size below which the P donor is not stable against migration to the surface.

As for intrinsic properties, our calculations are based on density functional theory in the local density approximation [13,14]. However, the grid spacing is chosen to be 0.55 a.u., as a finer grid must be employed to converge the system owing to the presence of the P dopant [10,45]. The geometry of Si nanocrystal is taken to be bulk-like and roughly spherical in shape, in accord with experimental observation [79]. Again, the dangling bonds on the surface of the nanocrystal are passivated by H. The experimentally synthesized Si nanocrystals are usually embedded in an amorphous silicon dioxide matrix. The Si/SiO2 interface is in general not the same as H passivation. Nevertheless, both serve the role of satisfying the dangling bonds on the surface. The Si nanocrystals are then doped with one P atom, which substitutes a Si atom in the nanocrystal.

In Figure 3.16a, the defect state charge density along the [100] direction is illustrated. As the nanocrystal size increases, the defect wave function becomes more delocalized. This role of quantum confinement is observed in both experiments [70] and theoretical calculations [72,80]. The maxima of the charge density at around 0.2 nm correspond to the bond length between the P at the origin and its first Si neighbors. We can smooth out these atomic details by spherically averaging the defect wave function as shown in Figure 3.16b. We find that the defect wave function decays exponentially from the origin. This corresponds very well to the conventional understanding of defects in semiconductors: the defect ion and the defect electron form a hydrogen-like system with the wave function described as \( \psi \sim \exp(-r/\alpha_s^{eff}). \)

**FIGURE 3.15** Electron localization function: (a,c) the neutral Si29H36 nanocrystal shown in two orientations; (b,d) the Si29H36+ cation, also in two orientations.
From the decay of the defect wave function, we can obtain an effective Bohr radius $a_B^{\text{eff}}$ and its dependence on nanocrystal size as plotted in Figure 3.16c. We find that the effective Bohr radius varies nearly linearly with nanocrystal radius $R$ up to 3 nm where $R$ is approximately five times $a_B^{\text{eff}}$. Nonlinearity can be observed for very small Si nanocrystals, and $a_B^{\text{eff}}$ appears to converge to $\sim 0.2$ nm as $R \to 0$. The limit trends to the size of a phosphorus atom while retaining its $sp^3$ hybridization. In the bulk limit, $a_B^{\text{eff}} = 2.3$ nm assuming a dielectric constant of 11.4 and effective electron mass of 0.26 $m_e$. The dependence on $R$ should trend to this bulk limit when the diameter of the nanocrystal is sufficiently large.

From the defect wave functions, we can evaluate the isotropic HFS as well [81,82]. Our calculated HFS is plotted in Figure 3.16d for a P atom located at the center of Si nanocrystal. There is very good agreement between experimental data [70] and our theoretical calculations. For nanocrystals with radius between 2–3 nm, the HFS is around 100 G, which considerably exceeds the bulk value of 42 G. Moreover, the HFS continues to increase as the nanocrystal size decreases. This is a consequence of the quantum confinement as illustrated in Figure 3.16a and b. The defect wave function becomes more localized at the P site as the radius decreases, leading to higher amplitude of the wave function at the P core. Only Si nanocrystals containing less than 1500 Si atoms are structurally optimized to a local energy minimum. For Si nanocrystals with radius larger than 1.5 nm, the effect of relaxation diminishes and the difference between unrelaxed and relaxed results is within $\sim 10\%$.

The experimental methodology used to measure the HFS ensures that only nanocrystals with exactly one impurity atom are probed. However, experiment has no control over the location of the impurity within the nanocrystal. The spatial distribution of impurities cannot be inferred from experimental data alone. Therefore, we considered the energetics of the doped nanocrystal by varying the P position along the [100] direction as illustrated in Figure 3.17. We avoid substituting the Si atoms on the surface of the nanocrystal by P. Our results for five of the small nanocrystals after relaxation to local energy minimum are shown in Figure 3.17. For Si nanocrystals with a diameter smaller than $\sim 2$ nm, P tends to substitute Si near the surface. Otherwise, there is a bistable behavior in which both the center and the surface of the nanocrystal are energetically stable positions. This suggests that a "critical size" exists for nanocrystals. Below this size, P atoms will always be energetically expelled toward the surface.

We also calculated the binding energy $E_B$ of the defect electron as the P position changes. The binding energy is a measure of how strongly the defect electron interacts with the P atom, and
is calculated by the energy required to ionize a P-doped Si nanocrystal by removing an electron (I_d) minus the energy gained by adding the electron to a pure Si nanocrystal (A_p). Figure 3.18a illustrates the typical situation for Si nanocrystals larger than 2 nm in diameter: the binding energy tends to decrease as the P moves toward the surface. This decrease occurs because the defect wave function becomes more distorted and less localized around P, leading to a loss in the Coulomb energy between the P ion and the defect electron. The change in the defect wave function explains why the center of the nanocrystal is energetically favorable. However, since the doped nanocrystal can relieve its stress by expelling the P atom toward the surface where there is more room for relaxation, positions close to the surface are always locally stable as depicted in Figure 3.17. The binding energy and P-induced stress compete with each other in determining the defect position within the Si nanocrystal.

For Si nanocrystals less than 2 nm in diameter, the binding energy is higher close to the surface of the Si nanocrystal as shown in Figure 3.18b and c. A comparison of the binding energy between relaxed and unrelaxed structures suggests that the reversal in the trend is caused by relaxation. From Figure 3.18e, the P atom is found to relax toward the center of the nanocrystal, leading to a more localized defect wave function as in Figure 3.18d with better confinement inside the nanocrystal, and therefore higher binding energy. The relaxation of P atom toward the center of the nanocrystal causes an expansion of the Si nanocrystal in the perpendicular direction creating strain throughout the nanocrystal. This trade off between the binding energy and stress is only feasible for small Si nanocrystals as depicted in Figure 3.18f. As the diameter of the Si nanocrystal increases, the relaxation trends to a bulk-like geometry. This interplay between the binding energy and stress for small Si nanocrystals stabilizes the P atom close to the surface of the nanocrystal.

The HFS evaluated for different P positions inside the Si nanocrystal is also shown in Figure 3.17. There is a general trend for the HFS to drop drastically as the P atom approaches the surface of the nanocrystal. Smaller variations in the HFS are found for positions away from the surface. However, for a large Si nanocrystal, the HFS varies within ~10% of the value with P at the center position. From studies of the energetics and comparison to the experimental results in Figure 3.16d, it is possible for the synthesized Si nanocrystals to have P located close to the center of the nanocrystals.

An analysis of the defect wave function in Figure 3.16 can be fitted to an effective mass model [45]. Motivated by the defect wave functions having an approximate form of \( \exp(-r/a_B) \), we consider
a hydrogen-like atom in a "dielectric box." The potential that the electron experiences in atomic units is
\[ V(r) = \begin{cases} \frac{-1}{\epsilon(R)r} + V_0 & \text{for } r \leq R; \\ \frac{-1}{\epsilon(R)r} & \text{for } r > R \end{cases} \] (3.19)

where
- \( R \) is the radius of the well
- \( V_0 \) the well depth
- \( \epsilon(R) \) depends on nanocrystal size \([45]\) and is assumed to follow Penn's model
\[ \epsilon(R) = 1 + \left( \frac{11.4 - 1}{1 + (\alpha/R)^n} \right) \] \([83]\).

The dielectric constant \( \epsilon(R) \) depends on nanocrystal size \([45]\) and is assumed to follow Penn's model \( \epsilon(R) = 1 + ((11.4 - 1)/(1 + (\alpha/R)^n)) \) \([83]\). The dielectric constant converges to 11.4 in the bulk limit. \( \alpha \) and \( n \) will be used as fitting parameters. An approximate solution is obtained to the Schrodinger equation for the defect electron with an effective mass \( m^* = 0.26 m_e \) under this potential by using a trial wave function \( \psi = \sqrt{\frac{1}{\pi a_0}} \exp(-r/a_0) \). By applying the variational principle, the energy can be minimized with

\[ E_n = \frac{-(n + 1/2)^2}{2m^*\epsilon^2(R)} \]
respect to the effective Bohr radius $a_B$. Hence, $a_B$ can be found as a function of the well depth $V_0$ and radius $R$. Alternatively, $V_0$ can be inferred since we know $a_B$ from our first-principles results. In fact, the energy calculated from this model corresponds to the binding energy $E_B$ of the dopant electron. Therefore, we can fit the $\alpha$ and $n$ parameters in Penn’s model by calculating the binding energy. Our calculated size dependence of the binding energy ($E_B = I_d - A_p$ as defined above) is plotted in Figure 3.19a and b.

Figure 3.19 illustrates the results from the fitting to the effective mass model. By using $\alpha = 5.4$ nm and $n = 1.6$, we find that our model can reproduce almost exactly the binding energies from the first-principles calculations. The binding energy $E_B$ scales as $R^{-1.1}$ where $R$ the nanocrystal radius. For nanocrystals up to 6 nm in diameter, the binding energy is significantly larger than $k_B T$ at room temperature. An extrapolation of our results shows that a nanocrystal diameter of at least 20 nm is needed in order for P to be a shallow donor. Interestingly, the depth of the potential well $V_0$ depends on the nanocrystal radius $R$ rather than being infinite or a constant. The finite $V_0$ explains why the dependence of HFS on $R$ scales with an exponent smaller than three, which is a consequence of an infinitely deep quantum well $[84,85]$. The well represents the effect of quantum confinement on the wave function, which for very large nanocrystals diminishes, corresponding to a vanishing quantum well in the bulk limit. As the nanocrystal size decreases, the quantum well becomes deeper such that it can confine the defect electron more effectively as its kinetic energy increases.

### 3.3.2 Iron Nanocrystals

The existence of spontaneous magnetization in metallic systems is an intriguing problem because of the extensive technological applications of magnetic phenomena and an incomplete theory of its fundamental mechanisms. In this scenario, clusters of metallic atoms serve as a bridge between the atomic limit and the bulk, and can form a basis for understanding the emergence of magnetization as a function of size. Several phenomena such as ferromagnetism, metallic behavior, and ferroelectricity have been intensely explored in bulk metals, but the way they manifest themselves in clusters is an open topic of debate. At the atomic level, ferromagnetism is associated with partially filled $3d$ orbitals. In solids, ferromagnetism may be understood in terms of the itinerant electron model $[86]$, which assumes a partial
delocalization of the 3d orbitals. In clusters of iron atoms, delocalization is weaker owing to the presence of a surface, whose shape affects the magnetic properties of the cluster. Because of their small size, iron clusters containing a few tens to hundreds of atoms are superparamagnetic: The entire cluster serves as a single magnetic domain, with no internal grain boundaries [87]. Consequently, these clusters have strong magnetic moments, but exhibit no hysteresis.

The magnetic moment of nano-sized clusters has been measured as a function of temperature and size [88–90], and several aspects of the experiment have not been fully clarified, despite the intense work on the subject [91–96]. One intriguing experimental observation is that the specific heat of such clusters is lower than the Dulong–Petit value, which may be due to a magnetic phase transition [89]. In addition, the magnetic moment per atom does not decay monotonically as a function of the number of atoms and for fixed temperature. Possible explanations for this behavior are structural phase transitions, a strong dependence of magnetization with the shape of the cluster, or coupling with vibrational modes [89]. One difficulty is the structure of such clusters is not well known. First-principles and model calculations have shown that clusters with up to 10 or 20 atoms assume a variety of exotic shapes in their lowest-energy configuration [97,98]. For larger clusters, there is indication for a stable body-centered cubic (BCC) structure, which is identical to ferromagnetic bulk iron [91].

The evolution of magnetic moment as a function of cluster size has attracted considerable attention from researchers in the field [88–98]. A key question to be resolved is: What drives the suppression of magnetic moment as clusters grow in size? In the iron atom, the permanent magnetic moment arises from exchange splitting: the 3d↑ orbitals (majority spin) are low in energy and completely occupied with five electrons, while the 3d↓ orbitals (minority spin) are partially occupied with one electron, resulting in a magnetic moment of 4μB, μB being the Bohr magneton. When atoms are assembled in a crystal, atomic orbitals hybridize and form energy bands: 4s orbitals create a wide band that remains partially filled, in contrast with the completely filled 4s orbital in the atom; while the 3d↑ and 3d↓ orbitals create narrower bands. Orbital hybridization together with the different bandwidths of the various 3d and 4s bands result in weaker magnetization, equivalent to 2.2μB/atom in bulk iron.

In atomic clusters, orbital hybridization is not as strong because atoms on the surface of the cluster have fewer neighbors. The strength of hybridization can be quantified by the effective coordination number. A theoretical analysis of magnetization in clusters and thin slabs indicates that the dependence of the magnetic moment with the effective coordination number is approximately linear [93,95,96]. But the suppression of magnetic moment from orbital hybridization is not isotropic [99]. If we consider a layer of atoms for instance, the 3d orbitals oriented in the plane of atoms will hybridize more effectively than orbitals oriented normal to the plane. As a consequence, clusters with faceted surfaces are expected to have magnetic properties different from clusters with irregular surfaces, even if they have the same effective coordination number [99]. This effect is likely responsible for a nonmonotonic suppression of magnetic moment as a function of cluster size. In order to analyze the role of surface faceting more deeply, we have performed first-principles calculations of the magnetic moment of iron clusters with various geometries and with sizes ranging from 20 to 400 atoms.

The Kohn–Sham equation can be applied to this problem using a spin-density functional. We used the generalized gradient approximation (GGA) [100] and the computational details are as outlined elsewhere [8,24,31,101]. Obtaining an accurate description of the electronic and magnetic structures of iron clusters is more difficult than for simple metal clusters. Of course, the existence of a magnetic moment means an additional degree of freedom enters the problem. In principle, we could consider non-collinear magnetism and associate a magnetic vector at every point in space. Here we assume a collinear description owing to the high symmetry of the clusters considered. In either case, we need to consider a much larger configuration space for the electronic degrees of freedom. Another issue is the relatively localized nature of the 3d electronic states. For a real space approach, to obtain a fully converged solution, we need to employ a much finer grid spacing than for simple metals, typically 0.3 a.u. In contrast, for silicon one might use a spacing of 0.7 a.u. This finer grid required for iron results in a much larger Hamiltonian matrix and a corresponding increase in the computational load. As a consequence, while we can consider nanocrystals of silicon with over 10,000 atoms, nanocrystals of iron of this size are problematic.

The geometry of the iron clusters introduces a number of degrees of freedom. It is not currently possible to determine the definitive ground state for systems with dozens of atoms as myriads of clusters can exist with nearly degenerate energies. However, in most cases, it is not necessary to know the ground state. We are more interested in determining what structures are “reasonable” and representative of the observed ensemble, i.e., if two structures are within a few meV, these structures are not distinguishable.

We considered topologically distinct clusters, e.g., clusters of both icosahedral and BCC symmetry were explored in our work. In order to investigate the role of surface faceting, we constructed clusters with faceted and non-faceted surfaces. Faceted clusters are constructed by adding successive atomic layers around a nucleation point. Small faceted icosahedral clusters exist with sizes 13, 55, 147, and 309. Faceted BCC clusters are constructed with BCC local coordination and, differently from icosahedral ones, they do not need to be centered on an atom site.

We consider two families of cubic clusters: atom-centered or bridge-centered, respectively for clusters with nucleation point at an atom site or on the bridge between two neighboring atoms. The lattice parameter is equal to the bulk value, 2.87 Å. Non-faceted clusters are built by adding shells of atoms around a nucleation point so that their distance to the nucleation point is less than a specified value. As a result, non-faceted clusters usually have narrow steps over otherwise planar surfaces and the overall shape is almost spherical. By construction, non-faceted
clusters have well-defined point-group symmetries: \( I_6 \) or \( T_6 \) for the icosahedral family, \( O \) for the atom-centered family, and \( D_{4h} \) for the bridge-centered family. Clusters constructed in that manner show low tension on the surface, making surface reconstruction less likely.

As clusters grow in size, their properties approach the properties of bulk iron. Figure 3.20a shows the DOS for \( \text{Fe}_{388} \) with local BCC coordination. At this size range, the DOS assumes a shape typical of bulk iron, with a three-fold partition of the 3\( d \) bands. In addition, the cohesive energy of this cluster is only 77 meV lower than in bulk. This evidence suggests that interesting size effects will be predominantly observed in clusters smaller than \( \text{Fe}_{388} \). Figure 3.20b shows the DOS for \( \text{Fe}_{393} \), which belongs to the icosahedral family. This cluster has a very smooth DOS, with not much structure compared to \( \text{Fe}_{388} \) and bulk BCC iron. This is due to the icosahedral-like arrangement of atoms in \( \text{Fe}_{393} \). The overall dispersion of the 3\( d \) peak (4 eV for 3\( d_\uparrow \) and 6 eV for 3\( d_\downarrow \)) is nevertheless similar in all the calculated DOS.

The magnetic moment is calculated as the expectation value of the total angular momentum:

\[
M = \frac{\mu_B}{\hbar} \left[ g_s \left\langle S_z \right\rangle + \left\langle L_z \right\rangle \right] = \mu_B \left[ \frac{g_S}{2} (n_\uparrow - n_\downarrow) + \frac{1}{\hbar} \left\langle L_z \right\rangle \right] \quad (3.20)
\]

where \( g_s = 2 \) is the electron gyromagnetic ratio. Figure 3.21 illustrates the approximately linear dependence between the magnetic moment and the spin moment, \( \left\langle S_z \right\rangle \), throughout the whole size range. This results in an effective gyromagnetic ratio \( g_{\text{eff}} = 2.04 \mu_B/\hbar \), which is somewhat smaller than the gyromagnetic ratio in bulk BCC iron, 2.09 \( \mu_B/\hbar \). This is probably due to an underestimation in the orbital contribution, \( \left\langle L_z \right\rangle \). In the absence of an external magnetic field, orbital magnetization arises from the spin-orbit interaction, which is included in the theory as a model potential,

\[
V_{so} = -\xi \mathbf{L} \cdot \mathbf{S} \quad (3.21)
\]

where \( \xi = 80 \text{meV}/\hbar^2 \) [93].

The non-monotonic behavior of the measured magnetic moment with size cluster can be attributed to the shape of the surface. Under this assumption, islands of low magnetic moment (observed at sizes 45, 85, and 188) are associated to clusters with faceted surfaces. In the icosahedral family, the islands of low magnetic moment are located around faceted clusters containing 55, 147, and 309 atoms. The first island is displaced by 10 units from the measured location. For the atom-centered and bridge-centered families, we found islands at (65, 175) and (92, 173) respectively, as indicated in Figure 3.22a and b. The first
two islands are also close to the measured islands at 85 and 188. Clearly, there is no exact superposition in the location of calculated islands and measured islands.

The magnetic moment was measured in clusters at 120 K [88,90]. At that temperature, vibrational modes or the occurrence of metastable configurations can shift the islands of low magnetic moment or make them more diffuse. Assuming that the non-monotonic decay of magnetic moment is dictated by the cluster shape, we also conclude that clusters with local structures different from the ones we discuss here (such as cobalt clusters with hexagonal-close packed coordination, or nickel clusters with face-centered cubic coordination) should have islands of low magnetic moment located at different “magic numbers,” according to the local atomic coordination.

3.4 Conclusions

Here we reviewed tools for describing the electronic and vibrational properties of nanocrystals. The algorithm illustrated in this chapter replaces explicit eigenvalue calculations by an approximation of the wanted invariant subspace, obtained with the use of Chebyshev polynomial filters [32]. In this approach, only the initial self-consistent-field iteration requires solving an eigenvalue problem in order to provide a good initial subspace. In the remaining iterations, no iterative eigensolvers are involved. Instead, Chebyshev polynomials are used to refine the subspace. The subspace iteration at each step is easily one or more orders of magnitude faster than solving a corresponding eigenproblem by the most efficient eigen-algorithms. Moreover, the subspace iteration reaches self-consistency within roughly the same number of steps as an eigensolver-based approach.

We illustrated this algorithm by applying it to hydrogenated silicon nanocrystals for both electronic and vibrational modes. The largest dot we examined contained over 10,000 atoms and was \( \sim 7 \) nm (Si\(_{9041}\)H\(_{1860}\)) in diameter. We examined the evolution of the electronic properties in these nanocrystals, which we found to assume a bulk-like configuration for dots larger than \( \sim 5 \) nm. In addition, we obtained scaling relations for the ionization potential, the electron affinity, and the quasi-particle gap over the size regime of interest. We found the quasi-particle gap to approach the known bulk limit within density functional theory and suggested the remaining errors in the bulk limit occurred in the ionization potential. We did a similar calculation for vibrational modes, although the size of the nanocrystals is not as large, owing to computational issues, i.e., the need for more accurate forces, and that the vibrational modes converge to the bulk values more rapidly than the electronic states. We also examined the role of a residual charge on the vibrational modes.

We also examined the role of doping and the behavior of defect wave functions in P-doped Si nanocrystals with a diameter up to 6 nm by first-principles calculations. Our calculated HFS has very good agreement with experimental data. We found that the defect wave function has a functional form similar to the hydrogen 1s orbital. A model calculation of a hydrogen atom in a quantum well can be used to describe the defect electron.
In addition, our study on the energetics of P location in the Si nanocrystals indicates that the P atom will be expelled toward the surface of the nanocrystal with diameter below a critical value of ∼2 nm.

The computational tools we outlined in this chapter are not restricted to insulating materials as is often done in computational methods targeted at large systems [102]. The filtering method we employ can equally well be applied to metallic systems and we have done so for liquid Pb [43] and for iron nanocrystals [8]. We reviewed our results for the nanocrystals of iron by examining the evolution of the magnetic moment in iron clusters containing 20 to 400 atoms using our real space pseudopotential method with damped Chebyshev filtering. Three families of clusters were studied. They were characterized by the arrangement of atoms: icosahedral, BCC centered on an atom site, and BCC centered on the bridge between two neighboring atoms. We found an overall decrease of magnetic moment as the clusters grow in size toward the bulk limit. Clusters with faceted surfaces are predicted to have magnetic moment lower than other clusters with similar size. As a result, the magnetic moments is observed to decrease as a function of size in a nonmonotonic manner, which explains measurements performed at low temperature.

The utility of this numerical approach should be widely applied to a variety of problems at the nanoscale. The method is sufficiently powerful that it can be applied to systems sufficiently large that the entire nano-regime can be examined from an isolated atom to a bulk crystal. Moreover, the method has recently been extended to include systems with partial periodicity, e.g., nanowires where the system is periodic along the axis of the nanowire [35,103].
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