1.3 Calibration


CALIBRATION SERVICES

Control Valve: http://www.thomasnet.com/products/calibration-services-10021202-1.html
Pressure, Level, Temperature, Load, Torque, etc.: http://www.thomasnet.com/products/instrument-calibrating-services-40379000-1.html

INTRODUCTION

Calibration refers to the act of reducing the error in measurement equipment over the full range of the sensor being calibrated. Accuracy is the degree of closeness of measurements to its true value (see Figures 1.1a and 1.1b). Total error is the sum of random error (precision) and systematic error (bias). Calibration aims at reducing this total error. For that purpose, a “reference standard” is used, which itself has some error, but is much more accurate, than the detector being calibrated. Usually an order of magnitude better accuracy is expected from the reference than the detector, which is being calibrated.

The value of a process instrument such as a flow, temperature, or pressure sensor normally depends on its accuracy and response time. Accuracy is a qualitative term that describes how correctly the instrument may measure the process parameter (see Chapter 1.1 for an in-depth discussion), and response time is the time it takes for an instrument, in response to a change in its input, to move its output to the corresponding output value. Accuracy and response time are largely independent and are therefore identified through separate procedures.

The accuracy of a process instrument is established through its calibration, and the response time is the time it takes for an instrument, in response to a change in its input, to move its output to the corresponding output value. Calibration is done by comparing the measurement of the sensor with the “reference value” detected by a superior sensor and eliminating the difference. The different types of
Errors have been discussed in connection with Figures 1.1a and 1.1b and are summarized here in Figure 1.3a.

### Types of Errors

The goal of calibration is to minimize the **zero** and **span** errors. In Figure 1.3b, the calibration of a linear transmitter is approximated by a straight line, representing the equation $y = mx + b$, where $y$ is the output, $x$ is the input, $m$ is the slope of the line, and $b$ is the intercept. The calibration of an instrument may change due to a change in zero, a change in span, or a change in both zero and span.

A change in zero is also referred to as a **bias error**, **systematic error**, or **zero shift**. A zero shift results in a change in instrument reading (either positive or negative) at all points along its range (Figure 1.3c). A zero shift can result from several causes, such as a change in ambient temperature affecting the calibration. For example, if an instrument is calibrated at room temperature and used at a different temperature, its output may include a bias error (or zero shift) due to the temperature difference.

The change in span is also referred to as a **gain error** or **span shift**. A span shift means an increase or a decrease in the slope of the instrument output line for the same input.
1.3 Calibration

Typically, calibration errors involving span shift alone are less common than calibration errors due to both zero and span shifts. In Figure 1.3d, both cases are shown: span shift without zero shift and span shift with zero shift. In pressure transmitters, about 40% of the calibration changes are caused by zero shift, about 30% by span shift, and only about 20% by span shift alone.* As for the remaining 10%, the calibration changes are due to other effects, such as nonlinearity.

![Fig. 1.3c](Illustration of a zero shift in an instrument calibration.)

REFERENCE STANDARD

The key requirement for obtaining high-precision calibration is to have a high-quality reference standard against which the sensor can be calibrated. For the calibration of most variables, it is easy to provide such reference standards (pressure, differential pressure, level, most analyzers, etc.) while for others, it is difficult. For example, the calibration (or recalibration) of large flowmeters for either liquid or gas service can be expensive and difficult. This is because the number of such large calibration facilities is limited and shipping the flow detector to it requires the availability and installation of a backup unit.

Due to this cost and inconvenience, it is often the case that large flowmeters remain in service for many years without recalibration.

Some users take intermediate steps to alleviate this situation. One such approach is to install “clamp-on” flowmeters onto the pipe. This cannot be called calibration, because an ultrasonic clamp-on flowmeter does not qualify for a reference standard, as its accuracy is much worse than the in-line flowmeter, let it be a magnetic, turbine, Coriolis, or just about any other part. So, while this cannot be called calibration, it is a way to determine if flowmeter maintenance or replacement is needed.

Another halfway step toward recalibration is to test part of the system. For example, in case of a magnetic flowmeter, some users just test the electronics of the loop, but not the flow element. They do that by switching from the millivolt output of the magnetic flowmeter to an accurately generated millivolt signal from a simulator and checking if the receiver is correctly displaying the simulated signal or if there is an error, such as a zero shift, in which case the receiver is recalibrated. This too is a step in the right direction, but is by no means a substitute for recalibration, because it disregards the sensor itself, which usually is the cause of measurement errors (electrode coating, liner failure, grounding, etc.).

![Fig. 1.3d](Illustration of span shifts.)

PRESSURE OR D/P SENSORS

Calibration of pressure sensors (including both absolute and differential-pressure sensors) can be done by the use of a constant pressure source such as a deadweight

pressure sensor calibration equipment is also available that uses digital technology to offer both accuracy and convenience.

### AS-FOUND AND AS-LEFT DATA

The calibration of an instrument can change with time. Therefore, instruments are recalibrated periodically. The periodic calibration procedure typically involves two steps: (1) determine if calibration is needed, and (2) calibrate if needed. In the first step, known input signals (e.g., 0%, 25%, 50%, 75%, and 100% of span) are applied to the instrument, and its output is recorded on a data sheet. The data thus generated is referred to as the as-found calibration data (see Table 1.3a). If the as-found data show that the instrument’s calibration is still acceptable, no calibration is needed. Otherwise, the instrument is calibrated by systematically applying a series of input signals and making zero and span adjustments as necessary to bring the sensor within acceptance limits or criteria. The input/output data after this calibration is referred to as the as-left data, and the difference between the as-found and as-left data is often termed the calibration drift or calibration shift.

<table>
<thead>
<tr>
<th>TABLE 1.3a</th>
<th>Example of an Instrument Calibration Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Signal (% of Span)</td>
<td>Desired Output (mA)</td>
</tr>
<tr>
<td>0</td>
<td>4.00</td>
</tr>
<tr>
<td>25</td>
<td>8.00</td>
</tr>
<tr>
<td>50</td>
<td>12.00</td>
</tr>
<tr>
<td>75</td>
<td>16.00</td>
</tr>
<tr>
<td>100</td>
<td>20.00</td>
</tr>
</tbody>
</table>

The acceptance criterion for calibration is normally established by the user, based on the accuracy requirements for the instrument and/or on the manufacturer’s specification. Typically, manufacturers state the inaccuracy (the error or uncertainty) of an instrument in terms of a percentage of span throughout the range of the instrument. For example, pressure sensor errors can be as low as about 0.05% of span in extremely high-precision sensors or 1% of span in sensors for general applications.

The high-precision performance can only be obtained if the sensor is properly calibrated, because overall accuracy depends as much on the quality of the calibration process as it does on the ability of the sensor to provide a particular accuracy. Reliable calibration requires the availability of trained personnel, written procedures, and accurate calibration equipment. Obviously, the accuracy

---

**Fig. 1.3e** Schematic of a typical deadweight tester.
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Hysteresis

Hysteresis is a phenomenon that causes an instrument’s output to vary, depending on the direction of the applied input signals, that is, whether it is increasing or decreasing (Figure 1.3f). To account for hysteresis, instruments are sometimes calibrated using both increasing and decreasing input signals, and the results are averaged. For example, a pressure sensor may be calibrated using input signals in this sequence: 0%, 25%, 50%, 75%, 100%, 75%, 50%, 25%, and 0% of span.

**Fig. 1.3f**
Illustration of hysteresis.

Normally, a manufacturer’s specification of an instrument’s accuracy is arrived at considering hysteresis, linearity, repeatability, and other factors that can affect the instrument’s input/output relationship (see Chapter 2.3 for the definitions of these terms).

**CALIBRATION TRACEABILITY**

To be valid and acceptable, all calibrations should be traceable to a national standard or to a known physical phenomenon. In the United States, equipment calibrations are expected to be traceable to the National Institute of Standards and Technology (NIST), in Gaithersburg, MD. Each country has its own standard calibration laboratory for a variety of parameters such as pressure, temperature, voltage, resistance, weight, time, and so on. The national standards laboratories are normally charged with calibration of primary standards. A primary standard is an instrument that is calibrated at the national standard laboratory like the NIST and used to calibrate other equipment. For example, the primary standard for calibration of resistance temperature detectors (RTDs) is a precision RTD that is referred to as a standard platinum resistance thermometer or SPRT. Each RTD calibration laboratory has one or more SPRTs that are sent to NIST periodically to be calibrated.

To be calibrated by a national standard laboratory such as NIST, a primary standard must be in good working condition and meet certain requirements. Otherwise, NIST may not calibrate it. National standards laboratories are charged with helping to maintain primary standards and therefore do not calibrate common-purpose equipment, nor do they repair equipment that is not in good working order.

To protect the primary standard equipment, a secondary standard (also called transfer standard) may be used. In this case, the primary standard is used to calibrate the secondary standard, which is then used for calibration of other instruments. The advantage of this approach is that it preserves the integrity as well as the accuracy of the primary standard by minimizing its handling and use. The disadvantage is that, every time an instrument is calibrated, the accuracy that can be claimed is below the accuracy of the standard that is used in its calibration. Therefore, in going from a primary standard to a secondary standard, a loss of accuracy results.

A common rule is that an instrument shall be calibrated using a standard that is at least four times more accurate than the instrument being calibrated. This requirement is sometimes difficult to meet, as instruments have become so accurate in recent years that one may not find a standard that can be four times more accurate.

**LINEARITY AND DAMPING**

As was mentioned before, in addition to zero and span, some instruments also have a linearity adjustment that is used to produce the most linear input/output relationship throughout the span. A damping adjustment is also available in some instruments. This adjustment does not affect the calibration of an instrument, but it affects its response time. The purpose of the damping adjustment is to reduce the noise in the output signal of the instrument when the process is very noisy. This is accomplished by increasing the damping, which slows the dynamic response of the instrument so that it is not sensitive to high-frequency or noisy inputs.

**AUTOMATED CALIBRATION EQUIPMENT**

Recent advancements in electronics and computer technologies have resulted in the development of a variety of automated test equipment and computer-aided calibrations.
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For example, Figure 1.3g illustrates the components of an automated pressure sensor calibration system. It consists of a programmable pressure source that is controlled by a computer and produces known pressure inputs that are applied to the sensor being calibrated. The output of the sensor is recorded by the same computer and produces the record of the as-found data.

The sensor is calibrated using both increasing and decreasing input signals as shown in Figure 1.3h, and a hysteresis curve is also produced. Next, the software compares the as-found data against the acceptance criteria and automatically determines if the sensor needs to be recalibrated.

If so, the system provides the necessary input signals to the sensor under calibration and holds the input value constant until zero and span adjustments are made manually. After the calibration, the software produces a report and stores the calibration data for trending, incipient failure detection, and other purposes.

CALIBRATION OF TEMPERATURE SENSORS

Temperature sensors such as RTDs and thermocouples can be calibrated using a constant-temperature bath and a standard thermometer. The type of calibration bath used depends on the temperature range, the accuracy requirements, and the application of the sensor. For example, the calibration of primary and secondary temperature standards, melting- or freezing-point cells are used. These cells are made of materials such as tin, zinc, silver, and gold whose melting or freezing temperatures are set by nature and are accurately known. These cells are referred to as intrinsic standards. These fixed-point cells are expensive, difficult to maintain, and normally are used only in standard laboratories.

For the calibration of average temperature sensors, the fixed-point cells are seldom used. The more likely choice for a reference cell is an ice bath, an oil bath, or an electric furnace-controlled bath. As shown in Figure 1.3i, the sensor to be calibrated is installed in a temperature bath along with a standard reference sensor. The reference sensor is used to measure the bath temperature. A data table is then made of
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the bath temperature versus the output of the sensor being calibrated. This procedure is repeated for a number of widely spaced temperatures covering the temperature range of the sensor.

Each pair of measurements is referred to as a *calibration point*. The number of calibration points depends on the type of sensor and the temperature range. For RTDs, three calibration points may be sufficient, whereas thermocouples normally require a larger number. This is because the temperature versus resistance relationship of RTDs is quadratic, but the thermocouple output relates to temperature by a higher order polynomial. The calibration data is then fit to an interpolation equation, and the constants of the equation are identified and used to produce a calibration table for the sensor. The calibration table should not be extrapolated much beyond the calibration end points. A good rule of thumb is to extrapolate the calibration table above the highest calibration point or below the lowest calibration point by no more than 20%.*

Automated equipment is often used in the calibration of temperature sensors. These systems automatically control and change the bath temperature, record the reading of both the reference sensor and the sensor(s) being calibrated, fit the calibration data to interpolation equations, and print both a calibration table and a report or certification of the results. Using such a system, a number of sensors can be calibrated simultaneously with excellent repeatability and consistency.

**CALIBRATION INTERVALS**

Instruments are traditionally calibrated once a year, or more often, depending on the age of the sensor and the accuracy requirements.

To determine the right calibration interval for an instrument, two pieces of information are required: (1) the accuracy requirement for the sensor and (2) the instrument drift rate. For example, if a pressure transmitter drift rate is 0.25% of span per year, and the accuracy requirement is 0.50% of span, then biannual calibrations may be sufficient. The problem is that the drift rates of most instruments are usually not known. Research has shown that instruments such as temperature and pressure sensors do not drift unidirectionally upward or downward so as to provide an opportunity to calculate an objective drift rate. Rather, these and most other instruments drift randomly within a certain band. Typically, the band is the largest at the beginning of the life cycle of the instrument, then it narrows and remains stable for a long period before it widens again as the instrument ages.

**CALIBRATION OF SMART INSTRUMENTS**

Smart instruments such as smart pressure sensors often can be calibrated remotely and without the need for manual zero or span adjustment at the sensor location. The zero is adjusted by adding or subtracting a bias signal at the output of the sensor as necessary to offset the zero shift. The span is adjusted by changing the gain of the sensor output as necessary to make up for changes in sensor span.

The main advantage of the remote calibration of smart instruments is time saving. For example, to calibrate a conventional pressure sensor, its cover must be removed to gain access to the zero and span potentiometers. This can be a difficult and time-consuming task when the pressure sensor is installed in a harsh industrial environment.

**ASSESSMENT OF ACCURACY**

The accuracy of an instrument is determined from its calibration accuracy, environmental effects on calibration, and instrument drift rate. Right after calibration, the accuracy of an instrument is derived from the accuracy of the calibration standard and the calibration process. Next, the effects of the environment on the calibration must be determined. For example, the calibration of a pressure sensor is often changed
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by variations in the ambient temperature. In the case of differential-pressure sensors, changes in the static pressure of the process can also change the calibration. The manufacturer can usually provide data on temperature and static pressure effects on accuracy. For a detailed discussion of the effect of operating and test pressure and temperature differences, see Chapter 1.1. The errors caused by these effects must be combined with the calibration errors to arrive at the total error of the installed sensor.

Next, the instrument drift must be accounted for in determining the total error. Usually, the drift error is added to the sum of calibration error and the errors due to the environmental effects so as to calculate the total error. The inaccuracy of the sensor is then stated based on this total error. A common formula for determining the total error is

\[
\text{Total error} = \text{Root sum squared (RSS) of random errors} + \text{Sum of bias errors} \quad 1.3(1)
\]

Typically, the total error may be a number like 0.35% of span, of range, or of the actual indicated value, depending on the type of sensor used. This number, although an indication of the total error, is referred to as the inaccuracy or uncertainty of the instrument.

CALIBRATION AND RANGE SETTING

Calibration and range setting are the same in case of analog transmitters. As for intelligent devices, calibration and range setting are different. For example, for smart (HART) transmitters, calibration is called trim to distinguish it from range. For fieldbus devices, ranging is called scale to distinguish it from calibration. Ranging is accomplished by selecting input values at which the outputs are 4 and 20 mA, while calibration is performed to correct the sensor reading when it is inaccurate.

For example, if a differential-pressure sensor has a lower range limit (LRL) of −200 in. of water and an upper range limit (URL) of +200 in. of water, and if one wants to use it to measure a differential pressure in the range of 0–100 in. of water, then both the LRV and the URV settings must be changed. This adjustment would “range” (increase) the lower range value (LRV) to equal 0 and lower the upper range value (URV) to be 100 in. of water. Note that this is ranging and not calibration. Calibration is when at zero differential pressure, the transmitter reading is found to be 1 in. of water and it is corrected to read 0 in. of water.

Abbreviations

HART Highway addressable remote transducer
LRL Lower range limit
LRV Lower range value
RSS Root sum squared
SPRT Standard platinum resistance thermometer
URL Upper range limit
URV Upper range value

Organization

NIST National Institute of Standards and Technology
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